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Summary

In this report a study is made of the relationship between the
yields of three spring grains (wheat, barley, and oats) and selected
weather factors in the maJjor grain-surplus-producing districts of the
European USSR. Total monthly precipitation and mean monthly maxi-

mum temperature values ﬁere selected as the weather factors to be
employed. Precipitation values were used both in the form of sepa-
rate monthly totals and in the form of combinations of mopthly data.
Only individual mean monthly maximum values were used for temperature.
These weather data, as well as the grain yield information, cover

the period 1883-1915.

From an analysis involving thgse factors, multiple regression
equations have been developed in this study which, on the basis of
current weather information, will be employed for the first time by
CRR in estimating the yields of the 1952 grain crop in the USSR.

The weather components employed in the development of these predic-
tion equations were selected on the basis of compara@ive significance
a8 determined through the use of simple and multiple correlation
coefficients. The‘significance of certain of these correlation
coefficients formed the basis for hypothesizing certain months or
combinations of months as most "eritical," with respect to precipi-

tation and maximum temperature, in determining the ultimate crop
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yield. The crop yield data were utilized in such a way that part
of them was employed‘in obtginihg prelimiqgry information and in
setting up the. hypothesis as to "critical" months, and another part
‘was used to test the validity of this hypothesis. The correlation
coefficients computed in this study formed the basis for setting up
the multiple regression equations to be used in estimating future
grain yields in the USSR. However, since only a limited ﬁumber of
weather factors can he included in a prediction equation,. a result
obtained in any particular case may have to be readjusted in the
light of any significant meteorological or nonmeteorological factor
not considered in the equation.

On the basis of results obtained thus far, a continuation of
this weather-crop yield study is planned. 1In particular, the
relationship between crop yields and vapor preésure deficit values
will be investighted. Vapor pressure deficit, as a function of
both temperature and humidity, is a rough measure of the rate of
transpiration and evaporation from plants. Preliminary investiga-
tions indicate that significaht results may be obtained, particularly
in regions of marginal precipitation.

In addition, studies on the major winter grains and other crops,

such as potatoes, sugar beets, and cotton, are planned.
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I. Purpose and General Introduction.

This report deals with a study of the problem of determining
past weather-crop yield corfelations and ascertaining-whether it is
practical to use these correlations in estimating future grain
yields in the European USSR. This study is a progress reporf, and
conclusions are based on analyses made up to the present time.

The importance of weather factors in relation to crop yields
has long been recognized, but it has been extremely difficult to
express fhese weather-crop yield relationships in mathematical terms
that could be applied to estimating grain yields. Many separate
weather factors affect the final crop yields, and the problem is
further complicated by the fact that there are numerous interactioné
among the weather factors themselves. For example, in order to
determine the effect of precipitation on the yield of spring wheat
in any given grea, not only the amount of precipitation but also
the period of its occurrence must first be considered. In addition
to precipitation, it is necessary to consider the effects of other
weather factors occurring during the same period. The effects of
these other factors are not independent of the precipitation or of
each-other but are interrelated. Thus the problem is exceedingly
complex.

If practically unlimited time and dats were available, it would
be ideally desirable to measure the relationships between weather

[

factors and crop yields by evaluating both the qualitative and the
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quantitative effects of every conceivaeble combination of weathér -
factors at regular intervals throuéhout the growing éeason._ How-
ever, since béth time and data are insufficient for such an ideal-
istic approach, the analysis of only a limited number of weather

. factors is inéluded in this study.

Since relatively comprehensive weather and crop yield informa-
tion in the European USSR is available only for the period 1883-1915,
it was necessary to make use of this information even though it is
oid. For the pﬁrposes of a correlation study, however, such data
are entirely satisfadtory; éince the general pattern of ihe relation-

ships involved does not change.
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II. Area Covered.

The area selected for this study includes most of the grain-
surplus-producing districts of the European USSR.¥ With its apex
based in the Tsarist guberniya** of the Don the selected area
spreads away fanwise: A

1. Northwestward, including the followlng guberniyas of
the Ukraine: Yekaterinoslav, Poltava, Chernigov, and Kiev as

‘well as'the southwest guberniya of Bessarabia;

2. Northward, including the following guberniyas of the

"Black Soil Belt": Voronezh, Kursk, Orél, Tambov, and Penza

as well as the semi-Black Soil guberniyas of Tule and Ryazah;

3. Northeagtward, including the Volga River valley
guberniyas of Saratov, Semara, Simbirsk, and Kazan as well as
the Ural guberniya of Perm.

In terms 4of presenthay (1952) boundaries, all or at least
portions of all of the following administrative divisions are
located in this area with its apex based in Rostov oblast of the
former Don éuberniya (the northwestern part of Economic Region Iv):

l. To the northwest in the Ukrainian group (Econémic Re-

gion III) are located the following: Stalino, Voroshilovgrad,

¥ This area is outlined in the map following p. 6.

¥¥ Gubernlyas, the larger administrative divisions in the early
1900's, correspond roughly to present-day oblasts, although in many
cases they were somewhat larger. The next smaller administrative
divisions in this period, the uyezds, though' larger, are roughly
comparable to the present-day rayons. '
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Zaporozh'ye, Dnepropetrovsk, Kirovograd, Poltavs, éumy, Chernigov,
Kiev, and Vinnitsa oblasts and the Moldavian SSR and Izmail
oblast;

2. To the ﬁorth in the Black Soil and semi-Black Soil
Belts (the southern part of Economic Region VII) are located
the following: - Kursk, Orél, Tula, Bryansk, Voronezh, Tambov,
Ryazan, and Penza oblasts and Mordovskaya ASSR, Chuvashskaya
ASSR, and Mariyskaya ASSR;

3. To fhe northeast in the Volga group (Economic Region
VI) are located the following: Stalingrad, Saratov, Kuybyshev,
and Ul 'yanovsk oblasts and Tatarskaya ASSR. In addition, two-
Ural (Economic Region VIII) oblasts are included: Molotov west

of the Urals and Sverdlovsk east of the mountains.
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ITI. Sources of Information and Its Tabulation.

The raw materials for this study were obtained from two sets
of Russian data. The crop yield data were taken from Urozhay

(Annual Publications of the Central Statistical Committee). l/

These volumes contain acreage and yield data for the ma Jor crops
in Russia for each year during the period 1883-1915. The yields

and acreages are given on both an uyezd and a guberniya basis.

The weather information was obtained from Letopici (Annals

of the Central Physical Observatory). g/ The weather data in

those volumes issued during the interval 1883-1915 are comparable
wifh the selected yleld data. Rather complete weather information
on a-monthly, and in some cases even on a daily, basis for individ-
ual stations is contained in each of these yearly volumes. Despite
the large number of stations tabulated in each yearly volume, it was
difficult, in,some regions, to find stations which had a long-term
record. The reason for this is that the same stations were not
always included in every volume. Sometimes old stations would be
omitted and new ones added.

From the set of weather volumes, total monthly precipitation
and mean monthly maximum temperature values were tabulated for all
stations in the guberniyas listed above. Only stations having at
least 15 years of record within the period 1883-1915 were selected.

The location of each of these stations was then determined both as

IS



to guberniya and as to uyezd in order that yield tabulations might‘
be made for each guberniya apd for those individual uyezds in which
weather stations were located.

Tabulations were then made of the yields‘for three spring grains
(wheat, barley, and oats) for each individual uyezd which cdntained
at least one weather station having 15 years or more record and for
each guberniya in which such uyezd was located. From‘1883-189h,
yields were recorded in chetverts per dessiatine, while from 1895-
1915 they were expressed in poods per dessiatine. For purposes of

conformity, the chetvert values were converted to the equivalent

poods.*

* The following conversion factors are applicable for wheat:

1 chetvert per dessiatine (2.70 acres) = 9.903 poods per dessiatine

1 chetvert per dessiatine = 1.485 centners per hectare
(2.47 acres)

1 pood per dessiatine = 0.150 centner per hectare

1 chetvert © =5.96 bushels (357.60
pounds or 162.21 kilo-
grams)

1 pood = 0.60 bushel (36.11 pounds
or 16.38 kilograms)

1 centner = 3.67 bushels (220.46
pounds or 100 kilo-
grams )

L




IV. Purpose and Method of Eliminating the Yield Treng.

Since the yield data extended over & relatively long period

of years, it was necessary to perform preliminary tests to deter-

wine whether a yield trend existed for which an allowance should
be made. These tests, performed in the manner described below,
indicated the presence of an increasing trend in Yields over the
period 1883-1915. This indicated trend was found to be in agree-
ment-with a statement by Timoshenko §/ that "the average yield of
all grains increased duringvthe period 1883-1915 on the average
by half a pood per desslatine yearly, or about 1 percent of the
average yield for the period." The method of "least squares" was
used for the determination of the linear trend. Under the assump-
tion of a linear trend the formula will be of the type Y= =a 4-bX.*
The "d" value in the formula indicates the slope of the trend line.
For example, g value of b = 4 1.0 would indicate that the yield
increased 1 pood per dessiatine each year and that such a yield
increase was not caused by weather factors but rather by increasingly
improved technology, better varieties, or other similar factors.

Since this is g study on the relationship between weather and crop

\

* This formula, however, describes any one of an infinite number of
lines, and the problem is to determine which line best describes the
data. The principle of "least squares" is used in determining this
best line. The line of best fit to each series of yields is a line
about which the sum of squares of the deviations (the differences be -
tween the line and the actual yields) will be & minimum. There can
be only one such line. .



ylelds, it was necessary to eliminate this variation, which was not
caused by weather factors. Hence all yield data used in this study
have been adjusted for this trend.

The possibility of a significant yield trend from.l9l5 to the
present also poses a serious problem in arriving ét current produp-
tion estimates. The question is continually raised as to whether
such factors as lime and fertilizers, increased mechanization, im-
proved farm practices, and improved varieties have significantly
increased yields over a period of years up to the present time.
Concerning fertilizers, Jasny E/ states that "commercial fertilizers
have been applied to only a few crops, mainly sugar beets, cotton,
and, to a smaller extent, flax. Such crops as grain benefited only
in so far as they were grown in rotation with fertilized crops."
Likewise there is no evidence available that mechanization bf agri-
culturg has had *an appreciable effect in increasing grain yields.
As to improved varieties, an external research project is being
tentatively outlined.in an effort to determine what effect, if any,
they may have had in incresasing yields.

The intelligent use of any yleld prediction equations subse-
quently developed in this study requires a considerqtion of any

nonmeteorological factors that can be shown to have had a significant

effect in increasing yields.

- 10 -




V. Methodology and Results.

1. VWeather Factors Used.

Having tabulated the weather and yield data and corrected
| the yields on the basis of the indicated yield trend, the next
step vas a Joint analysis of the data in the three series of tabula-
tiong -- total mqnthly rrecipitation, mean monthly maximum tempera-
ture, and yields of the selected crops. Before proceeding with

a discussion of the methodology employed, however, it would perhaps
be beneficial to give an explenation and Justification for the use
of precipitation and maximum temperature §s:£he weather féctors to
be used in this study. Precipitation has been one of the factors
employed in most studies of weather-crop yleld relationships. This
is not surprising in view of the fact that moisture is an essential
factor in all crop-producing areas. In regions of marginal or sub-
mafginal prec%pitation -~ for example, the valleys of the lower
Volga and the Don as well as parts of South Ukrdine -- moisture is
the all—importént factor. In these régions an average or even above-
average rainfa;l is necessary for even mediocre crop production.
Furthermore, the distribution of the rainfall throughout the year,
and particularly through the growing season, 1s of the utmost
importance. It is generally recognized that, duriﬁg certain phases
of development, plants are more sensitive to envirommental condi-
tions and are more easily damaged by extremes. Some authorities

have termed these periods of stress as "critical stages in the

- 11 -
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growth of plants. For example, numerous scientists in the US,
Canada, and Russia have considered the period Just priér to the
heading of wheat as a "critical" stage in determining the ultimate
crop yleld. Adequate moisture must be available during this
"critical" period if a "good" yield is to be obtained.

The reason for the use of maximum temperatures is perhaps
lessvobvious. As previously mentioned, in many regions it was
difficult to find stations having a long meteorologicél record.

In the studies employing uyezd yields, precipitation and tempera-
ture data were, as a rule, available from only one station. Even
when guberniya yields were involved, vweather data from only a
limited number of stations were available, varying from three to
eight or nine. An average of the precipitation at this number of
stations within a guberniya is not necessarily representative of
the guberniyalgs a whéle. This is particularly true during the
growing season, since much of the precipitation during the summer
occurs in convectional thunderstorms, which are characteristically
local in nature although frequently quite intense. Temperatures,
on the other hand, are much less variable over a particular area
than is precipitation. Furthermore, average maximum temperatures
are quite closely correlated with actual precipitation. General
cloudiness, often occurring with local thunderstorms over a_particu—

lar area, will be reflected in lower maximum temperatures. For

- 12 -
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this reason, the less variable average maximum temperature might
give a better clue to actual precipitation over a large area
than would the average precipitation values recorded at a limited

number of stations.*

Employing the yield data and monthly data for the two
weather facfors, precipitation and maximum temperature, methods of
correlation and regression were employed to determine the mutual |
rela%ionships among these data first on an uyezd basis and then on
a guberniya basis.

2. Simple Correlations.

Simple correlation coefficients** were computed between
the uyezd yields of each of three spring grains (wheat, barley, and
oats) and monthly precipitation or a combination of the recorded -
data for such combinations of months as might possibly have some
bearing on yidld. Similar coefficients also were computed between

- yleld data and temperature values.

s

¥ It is also conceivable that since maximum temperature is quite
sensitive to cloudiness, there may be some relationship between
maximum temperature and the rate of evaporation and transpira-
tion by plants.
*¥ Since yields are directly dependent on weather factors, use of
“the term regression coefficient rather than correlation coeifi-
clent would be technically more nearly correct. The distinction
between the two is that regression coefficient is the. appropriate
term if the one variate, in this case vields, may be considered
as dependent upon the other, in this case, precipitation or maxi-
mum temperature. Correlation, on the other hand, is the appro-
priate measure of the relation between two variates neither of
which may be looked upon as a consequence of the other. Correla-
tion has acquired many of the concepts of regression, and often
the distinction between the two has been almost lost.

- 13 -
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Even a superficial exaiination of certain coefficients
computed with the use of monthly data or a combination of monthly
data indicated that in certain cases little or no relationship
existed. In other cases a more or less positive pattern of re-
lationships was indicated. Based én these indicated relationships,
& working hypothesis was assumed as to the “critical months with
respect to both precipitation and temperature for each uyezd under
consideration.

The next step was to test, on the basis of a guberniya as a
whole, the working hypotheses assumed for the several uyezds within
that guberniya. For these tests the method of simple correlations
was employed. -

For example, the simple correlation coefficients between
spring wheat yields in Samara uyezd of Samarsa guberniya* and the
specified weathé; factors at Polibino, a station in Samara uyezd,

are as follows:

* Computations for Samara guberniya are used as examples throughout
this study. The boundaries of the Tsarist guberniya incluge all

Oor at least portions of the following present-day oblasts: Stalin-
grad, Saratov, Kuybyshev, and Ul'yanovsk.

- 1h -



Simple Correlation Coefficients for Spring Wheat
in Samara Uyezd of Samara Guberniya

Weather Factor Simple Correlation Coefficient, rS/
Precipitation
Sep-Oct plus May-Jun LSl E/
Feb-Jun ' -52g%*
Mar -Jun 537**
Apr-Jun .580%x
‘May-Jun LBLTRx

Average Maximum Temperature

May ' ' -.370
Jun - 122%*%
Jul -.516%%

a. A correlation coefficient, generally designated as r, is an
attempt to summarize in one number the degree of relationship
existing between two series of Observations: for example, wheat
yields and average June brecipitation. Or it might be defined as
the degree to which the wheat yields and precipitation values keep
in step as they increase or decrease in amount. The correlation
coefficient id designed to vary between -1 and +1. The two ex-
tremes indicate perfect linear relationship. A negative value
merely indicates an inverse relationship: in other words, an in-
crease in one variable is associated with a decrease in the other
variable. A zero value of r indicates that the two variebles are
independent.

b. Double asterisks in tables indicate a highly significant corre-
lation: that is, significant at the l-percent level. In other
words, the chances are only 1 out of 100 of obtaining a correlation
as large as this due to chance alone. The levels of significance
were obtained by use of the tables in Statistical Methods by
George W. Snedecor. 5/

- 15 -
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Twenty-seven observations were used in computing each of
the above coefficients. All the coefficients except that for May
averagé maximum temperaturé are highly significant: that 1is,
significant at the l-percent level.

Other simple correlation coefficients for various uyezds
are given in Appendix A, Tables 1, 2, and 3. A superficial exami-
nation of the datg in these tables suggests that on an uyezd besis
Maleune appear to be more nearly "“critical® months as regards
precipitation in most guberniyas, while June appears more nearly
"critical" as regards maximum temperature. The validity of this
apparent significance will be tested later in this study.

It is obvious that there should be variastions among
these correlations on an uyezd level, and 1t 1s difficult to attach
any great significence to individual values within a given uyezd.
The primary purpose of computing these coefficients on an uyezd
level was to gain preliminary information as to the nature of the
variability among various locélities a8 well a8 to obtain a rough
idea as to which weather factors appeared to play a predominant
role within these various localities.

The correlation coefficients based on the individual
uyezd yields formed the basis for setting up a working hypothesis
to be tested on the basis of guberniya yields. Main emphasis was

placed on a study of the three spring grains previously mentioned.

- 16 -
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As previously stated, numerous correlation studies in the
US, Canada, and Russia have indicated that the period Just prior to
the heading of grains is "critical in determining the ultimate
crop yield. The heading stage for spring grains in most of the
area étudied occurs within the period of late May to early July.
For this reason, the sum of the May and'June precipitation was used
a8 one portion of the working hypothesis to be tested in individual
'gubérniyas by the simple correlation method. It was felt that the
sum for the 2 months would be & more realistic value to use than
the precipitation for any single month.

An attempt was made, using uyezd correlation coefficients
for temperature, to determine for each guberniya which months.
appeared to be most "critical." For example, if the correlation
coefficients for several uyezds within a certain guberniya seemed
to indicate that June temperature was most closely correlated with
yield, then, in that guberniya, the June temperature factor was
used és the second portion of the working hypothesis to be tested.

In Samara gubérniya, for example, the average maximum
June temperature and the sum of the May and June precipitation

were selected as the two portions of the hypothesis to be'tested.

- 17 -



Under this hypothesis the correlations between spring wheat yields
in Semara guberniya and the hypothesized weather factors are as
follows:

Simple Correlation Coefficients for Spring Wheat in Samara Guberniya

Weather Factor Simple Correlation Coefficient, r
Sum of May and June Precipitation L719%* g/
Average Maximum June Temperature -.560%%

a. Double asterisks in tables indicate a highly significant corre-
lation: that is, significant at the l-percent level.

The above coefficients are based on 28 observations, and bot£ are
highly significant.

These correlations and others similarly computed for
various guberniyas are shown in Appendix A, Table 4. Simple corre-
lation,coeffic;ents for precipitetion and temperature using guber-
niya yields have been computed for 15 of the 18 guberniyas 11sted
above. Correlation coefficients for temperature on an uyezd basis
indicated.that in 9 of the 15 guberniyas the average maximum
temperature for June appeared to be more "critical™ than the temp%ra-

ture for May or July. Therefore, in the case of each of these nine

guberniyas, the June temperature was selected as the temperature

- 18 -



portion of the hypothesis. 1In the case of & central block of six
guberniyas (Tambov, Ryazan, Tula, Orgl, Kursk, and Voronezh),

similar coéfficients indicated the average maximum temperature for
May as being more "critical" than for Jﬁne or July, and in the case
of each of theée six guberniyas, therefore, May temperature was
selected as the temperature portion of the hypothesis. 1In certain
of the 15 guberniyas, correlations couid not be made on an uyezd
basis. In such cases the hypothesis was formulated using the results
of uyezd correlations in neighboring guberniyas.

A superficial examination of the data in Table 4 indicates that
in the case of each of three spring grains (wheat, barley, and
oats) there frequently is a closer correlation between temperatﬁre
and yield then between precipitation and yield. Also, the corre-
lation coefficients for precipitation are significant in more cases
for barley and oats than for wheat.

As a rough check on the accuracy of the workiné hypothesis
previously assumed, simple correlations betwéen spring grain yields’
and temperatures were computed for the months ad Jacent to the month
of June, which had been set up in the hypothesis as being "eritical."
For example, in Samara guberniya the correlations between spring
wheat ylelds and average maximum May and July températures are

as follows:

- 19 -
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Simple Correlation Coefficients for Spring Wheat in Seamara Guberniya

Weather Factor . Simple Correlation Coefficient, r
Average Maximum May Temperature -1ox g/
‘Average Maximum July Temperature -.530%%

a. A single asterisk in tables indicates a significant correlation:
that is, significant at the 5-percent level. Double asterisks in
tables indicate a highly significant correlation: that is, signifi-
cant at the l-percent level.

These two coefficients, based on 28 observations, are both lower
than that for the hypothesized “critical" month of June, which was
;.560. These and other correlations computed on a similar basis

are shown in Appendix A, Table 5. \

An examination and comparison of the temperature cérrelation
coefficients i; the six guberniyas in which the May average maximum
temperature was hypothesized as eritical raises some question as
to the validity of this assumpfion.

Considering the 18 sets of correlations (each set of three being
composed of the temperature correlétione for May, June, and July)
involving three spring.grains (wheat, barley, and oaté) in each of
the six guberniyas, the June temperature correlations were highest

in nine sets, May values were highest in five sets, and July highest

in four. In some instances, however, the differences between the

- 20 =
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correlations fof particular months could not be considered signifi-
cant. For oats, the June temperature correlations in all six
guberniyas were higher than those for May. 1In view of these results,
it might have been better to have hypothesized June temperature ag
"eritical" for all guberniyas in this study rather than to have
made an exceptién for the six guberniyas discussed above.

Considering the similar sets of correlations in the other
9 gdberniyes where June femperature was hypothesized as critical,
there were only 6 cases out of the 27 in which either the May or
July temperature correlation coefficients were significantly better
than the hypothesized June coefficients. The correlatiog coeffi-
cients in two guberniyas, Bessarabies and Yekaterinoslav, were
consistently emall,‘in most cases not even significant at the 5-
percent level. If the coefficients for these two guberniyas are
omitted from jhe tebulation, in only 2 of the remaining 21 sets of
correlations was either the May or the July coefficient signifi-
cantly higher than that for the hypothesized month of June.

3. Multiple Correlations.

As pointed out earlier in this discussion, the fluctuations
in a given yield series are never dependent upon one single weather
factor. The next step, therefore, was to combine'tﬁe two selected
weather factors into a mul£iple correlation with yield. Multiple

correlation consists of the measurement of the relationship between
[
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a dependent variable, in this case yield, and two or more indepen-
dent variables, in this case monthly precipitation and maximum
temperature values.

To compﬁte a multiple correlation coefficient for three

variables Y, X,, and Xp, it 1ie first necessary to compute three

- simple correlation coefficients Ty12 Tyos and r The next step

12°

is to compute two standard partial regression coefficients, b'Yl 5

and b'Y2.l’ from the following relationships involving the simple

correlations
b! = y1 - Tyo Typ and bt = Ty2 - Ty1 Ti2
Y1.2 - 2.1 -
: 1l -r l -1
12 12

Then the square of the multiple correlation coefficient is obtained
by

4 R - r b 4 r b!
B Y1 Yl.2' Y2 Ye.1

The square root of this value gives us the desired multiple corre-
lation coefficient, R. The multiple éorrelation coefficient, R,
is always less than unity but is greater than any of the simple
correlation coefficients that enter into its computation.

Multiple correlation coefficienté were first computed by
using only the Qeather factors for those months aésumed under the

working hypothesis to be "critical." TFor example, for Samara

guberniya the compdnents were as follows: +the yields of the three

*
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spring grains (wheat, barley, and oats), the sum of May and June
precipitation, and average maximum June temperature. As shown

in Appendix A, Table 6, the multiple correlation coefficient for
spring wheat in Samara guberniya based on 28 observations is 153,
a highly significant value. - Of the 39 individuél multiple corre-
lation coefficients, computed under similar hypotheses and given
in Table 6, 27 are highly significant (1-percent level of signifi-
cancé) and 7 other values are significant (5-percent level of
significance).

As a check on the multiple correlation coefficients
computed under the working hypotheses, other coefficients were
computed by using temperai;res for months adjacent to the one
considered '"critical." TFor example, in the case of Samafa
guberniye, as indicated in Appendix A, Table T, the multiple corre-
lation coefficient based on spring wheat yield, the sum of May-June
precipitation, and average maximum May tempersture is .73k,
Similarly, the coefficient based on spring wheat yield, the sum of
May—Jgne precipitation, and average maximum July temperature is
.T29. Both values are highly significant but slightly less than
the coefficient, .T53, computed under the hypothesie based on June
average maximum temperature. In Table 7 will be found other mul-

tiple correlation coefficients for spring grains computed by using

temperatures for months ad Jacent to the one considered "critical."
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In the discussion of simple correlations the question was

raised as to the validity of hypothesizing May average maximum tem-
perature as "critical in six guberniyas* rather than June tempera-
ture, which was hypothesized for the reﬁaining guberniyas. A close
examination of the multiple correlation coefficients in Appendix A,
Table T, casts further doubt on the vglidity of hypothesizing either
May or July average maximum temperature as "critical." Considering
the 18 sets of multiple correlations (each set of 3 being dif-
ferentiated as to May, June, or July temperature) involving the 3
.spring grains (wheat, barley, and oats) in each of the 6 guberniyas*,
the correlations based on June temperature were highest in 9 sets,
vhile May values wére highest in 5 sets and July highest in 4. These
results are identical with those obtained with simple correlafions.
On this basis, theréfore, it seems desirable to reject that portion
of the temperé%ure hypothesis wherein the May average maximum tem-
perature was considered "critical" for six guberniyas and; in its
piace, to consider. June temperature as "critical" for all guberniyas.
Considering the similar sets of correlations in the other
7 guberniyas where June temperature actually was hypothesized as
"critical," there were only 6 cases out of the 21 in which the co-
efficients based on May or July temperatures were higher than those
based on June temperatures. Furthermore, in several of these six

cases the differences in “the correlations wefe slight.

* Tambov, Ryazan, Tula, Orel, Kursk, and Voronezh.
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One other attribute of the given multiple correlation
coefficients might shed some light on their interpretation. If
the value of R, the multiple correlation coefficient, is squared,
the result is a measure of the proportion of the variability in
Yield that can be attributed to the precipitation and temperature
values used 1nvcomputing R. For example, assume that a multiple
correlation coefficient R = 0.80‘13 obtained by using the sum of
May and June precipitation, the average maximum June temperature,
and spring wheat yields in a given guberniya. It can then be
stated that the square of 0.80, or 64 percent of the year-to-year
variability in the spring wheat yiélds, has been accounted for by
the two given weather factors and that only 36 percent remains
unaccounted for,

L, Multiple Regression Equetions for Forecasting Yields.

The final step to be taken to obtain a formula suitable for
4
use in forecasting yields in a given area is to employ multiple
correlation coefficients, computed under a given hypothesis, to

develop multiple linear regression equations for two independent
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A
variables of the type Y = a + bYl.2 Xl + bY2.l X2.* In this

A
equation, Y is the estimated or predicted Yield, and Xl and

X2 are the independent variables, precipitation and temperature,

Tbe‘expreSSions b and bY are partial regression

Yl.2 2.1

coefficients. The first expression, b 51 can be read as "the

Y1.

regression of Y on Xl independent of X_.," while b can be read

2’ Y2,1

as "the regression of Y on X2 independent of Xl°" Assuming that
Y = spring wheat yield in poods, that Xl = the sum of May and June
precipitation in millimeters, and that X2 = the average maximum
June temperature in degrees centigrade, then the expression bY1.2
indicates the quantity of change (in terms of poods) in the yield

of wheat for each millimeter change in the amount of May and June

* This formula is a mathematically simplified form of the following
equatlon 4

' +b§lé VS 52 (X3- £) 4 bryy V y2 (x, ->‘c2
“ :S xg u zz x

This longer form of the equation has an advantage in that the

component parts of the regression equation can be more easily

identified. Here Y is the estimated or predicted Y; ¥ is the mean

of all the given Y values; b' and b! are the two standard
Y1.2 Y2.1

partial regression coefficients described above; Xl and X2 are the

independent variables, while X and X are their respective means;
32, 54, e 34 me of
Y , xl, and 'x2 are the sums of squares of deviations from

the mean of Y, X , and X , respectively.
1 2
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precipitation with the actual average maximum June temperature

remaining constant. Similarly, the expression b indicates

Y2.1
the quantity of change (in terms of poods) in the yield of wheat
for each degree centigrade change in the average maximum June
temperature with the actual May-June precipitétion remaining
constant. In other words, the coefficients indicate the net re-
lationship between the dependent variable, vield, and one of the
independent variables (for example, the sum of May and June pre-
cipitation) while allowing for the other independent variable
(for example, average maximum June temperature), which also is

considered in computing the coefficient.

In the equation Y = a + bYl.e Xl-+ by2.l X5 the values

a, b , and bY are all constants that cen be quite readily

Y1i.2 2.1
computed from the given data on yields, precipitation, and
temperature. JFor example, in computing the multiple regression
equation for use in predicting spring wheat jields in Samara
guberniya, actual yields, May-June precipitation, snd average

maximum June temperature for 28 years were taken into consideration

to obtain the values a, b , and b vhich resulted in the

. Y1.2 Y2.1
equation Y = 55.9 + 0.325%, - 2.0&9X2 as given in Appendix A,
Table 8. Table 8 also contains other multiple regression equations,
based on May-June precipitation and average maximum June temperature,

for usé e8 an aid in predicting spring grain yields in selected

guberniyas of the USSR. If the sum of May and June precipitation
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in any particular year is substituted for Xl and the average maximum
June temperature is substituted for X2, it is possible to compute

the estimated or predicted yield, ¥, for that year. Some of these

~prediction equations are more reliable than others. As a general

rule, those guberniyas for which relatively high mulﬁiple,cbrrelation
coefficients were obtained for the various spring grains will tend
to have more reliable prediction equations.

Some of the results obtained by using the multiple re-
gression equations for computing yields of various grains in the
interval 1883-1915 and comparing them with the actual known yields
are shown graphically in Figures 1 to 7. Failures in aceuratgly
estimatiﬁg the yields result in what are known as errors of es-
timate. The standard error of estimate, defined as s =

Y.12

\ (l-R2)22y2,* is a measure of the variation among errors of
n -3

estimate. The greater the standard error, the poorer is the re-

lationship betweenfcomputed and acfual yields. This standard
error of estimate is useful in establishing 1limits as to the
accuracy of the estimation. For example, if we assume a standard
error of estimate of 5 poods, it is possible to state that of all
the estimates based on the regression equation, roughly two-thifds

of them will be correct to within plus or minus 5 poods. Stated

4 2
¥ In this equation, R is the multiple correlation coefficient;}] y
is the sum of squares of deviations about the mean of Y; and n
1s the number of observations in the series, or the number of

‘years of yield and weather records used in computing the multiple

regression equation.
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another way, the chances would be 67 out of 100 that any one es-
timate would be correct to within plus or minus 5 poods. Similarly,
the factor 1:33 times the standard error of estimate will include
roughly 80 percent of the cases for the regressioh equations de-
veloped in this study.

For the graphs shown in figures 1 to 7, the valugs of the
multiple correlation coefficient, R, and the factor 1.33 times the
standard error of estimate, BY 10? are given in the table below.

The factor 1.33 8y ‘merely means that, using the given data, 80

A2
percent of all estimates based on the regression equation would

be correct to within plus or minus the indicated number of poods.

Multiple Correlation Coefficients and Limits in Errors of Estimation

1.33 SY.

Figure R .12
1 760 8.5
2 ‘ 764 10.6
3 .815 74
N 153 12.8
5 591 10.3
6 .798 10.0
T .70 12.5

For example, Figure 4 shows the éctual yearly spring wheat
yields in Samara guberniys veréus the yields computed using the
regression equation T =559+ 0.325%; - 2.0h9Xé.. The average yield
for the 28 years used in the computations was 30 poods. The highest
yield was 62 poods, and the lowest was 2 poods. Assuming that the

<«

relations studied remain essentially constant, roughly 80 percent
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of all prediction estimates based on this regression equation will
be correct to within plus or minus 12.8 poods.
5. Assumptions.

At this point it is desirable to state several assumptions
made in this study and to discuss their validity briefly. The first
essumption is that the relationship between yield and any weather
factor is linear. The validity of this assumption appears to depend
largely on the area being considered. For example, where wheat is
grown under meteorologically optimum conditions, it would certainly
not be safe to assume that the yield would increase indefinitely as
the June rainfall increased. Up to a certain point an increase in
precipitation would result in higher yields, but beyond this point
further precipitation might even lower the ultimate yield. The
assumption of linearity appears Justifiable, however, as long as
the weather facﬁfrs considered do not fluctuate over too wide a
range. For example, in most of the major wheat areas in the USSR
it 18 extremely unlikely that precipitation emounts will be as great
as to cause reduced yields. In fact, lack of moisture is far more
likely to cause low ylelds. In such cases, any slight curvilinear
relationship that does exist usually cen be satisfactorily approxi-
mated by linear methods. Furthermore, when linear méthods are applied
to curvilinear data, the degree of relationship 1s really greater
than that indicated by the correlation coefficient. It is possible

to compute curvilineaer regression equations, but they are more
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complicated and should be used only with lengthy series of obser-
vations.

A second assumption made in this study is that the effects
of the independent variables (precipitation and maximum temperature)
on the dependent variable (yield) are additive -- that is, a given
change in either precipitation or maximum temperature has the seme
effect on yield regardless of the size of the other independent

varigble. In the linear multiple regression equation discussed

A
previously, Y = a + boi o X, + bY2.l X5, the effect of a given change

in Xl on the size of 9 ie constant regardless of the size of X2.

The effect of.Xl on ¥ is independent of X,. In a joint relationship,
on the other hand, the effect of X1 on ? is dependent on X2. The
effect of Xl on.? depends on the size of X2. The computation of a
linear Jjoint regression equation 1s considerably more complicated.
Several of thiFe computations, however, were made as a rough check on
the validity of assuming additive rather than Joint relationships.

A
The equation used was of the form Y = a + le +‘cX2 ¥ XmX In

<
this equation the product of the two independent variables, xlxe,
expresses the Jjoint relationéhip. This method in the particular
instances used did not significantly improve the accuracy of the
estimated.yields. It would be unsafe to assume cafegorically that
no improvements could be made by using this or other combinations

of joint relationships, but it is questionable whether the improve-

ment would be sufficiently great to warrant the necessary increase

-31-
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in the expenditure of man-hours.

It would have been possible in this study to include
.multiple regression equations based on more than three variables,
but an increase in the number of variables results immediately in
increasingly complex computations. Furthermore, unless a fairly
large number of observations are availeble, a prediction equation
involving a large number of variebles may not present.a_true picture.
The equation may acéurately fit the data from which it was derived
but when applied to other similar data may not give satisfactory

results.
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VI. Sources of Current Weather Data.

Current weather information on the USSR is being received from
several sources. The Department of Military Climatology, Air
Weather Service, USAF, Andrews Field, is cooperating closely in
supplying detailed informetion, and, under proposed new arrangements,

precipitation totals by 10-day intervals will be available during
| the crop season as well as mean maximum temperatures for the cor-
responding intervals. During the remainder of the yéar, precipita-
tion amounts will be supplied as monthly totals. During the winter
months, &any available snow cover conditions will be reported,'as
well as minimum temperatures in areas with little snow cover --
that 18, areas in which danger from winter kill is the greatest.

Translated excerpts from the Soviet newspaper Socialist Agri-

culture (Sotsialisticheskoye Zemledeliye) are obtained from the

Americen Embagsy in Moscow. These excerpts contain, among other
items, daily weather information (temperature and a general descrip-
tion of areas &nd intensities of precipitation), crop stage reports
(stages of growth for various grains by regions), -occasional crop
condition reports (for example, "Condition of spring grains in
Upper Volga 1s good, with an above-average yield expected"), and
oblast procurement reports stating whether the oblgst hag fulfilled
its grain delivery plan. The weather data and crop stage reports
are tabulated on a daily basis by regions for most efficient use.

Frequently, sufficient information concerning the stage of development
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of a particular grain -- for example, the heading stage of spring
wheat -~ is obtained, so that it is possible to chart the northern
movement of the stage. Such information is extremely valuable when
used ip conjunction with current weather information.

FDD also furnishes current weather and crop information ob-

tained from the Soviet newspaper Sovkhoznaya Gazeta and other

provincial newspapers. This information is included in the tabula-

tions described above. Finally, the weekly FBIS Abstracts contain

weather survey sections giving general temperature and precipita-
tion data tabulated on a daily basis by regions -- useful as cor-

roborative and supplementary information.
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VII. Additional Proposed Investigations.

Further investigations of the relationships between weéther
factors and yields in the area covered by this study and in
other areas of the USSR are contemplated. In particular, the
effect of vapor pressure deficit on crop yields will be examined.
Vapor pressure deficit is a function of the amount of moisture
in the air and the temperature of the air and is technically de-
fined:as the difference between the actual vapor pressure of the
atmosphere and the vapor pressure of a saturated atmosphere at
the same temperature. As functions of temperature the vapor
préssure deficit values are likely to show less variébility over
& region than does the average of the precipitation figures from
a limited number of stations. Also, as functions of humidity,
the vapor pressure deficits are a measure of the rate of tran-
spiration and evaporation from plants. Significant correlation
coefficients may be obtained, particularly in a region of marginal
precipitation.

Further and more intensive studies on the major grains are
planned, particularly the winter grains. 1In addition, other crops,
such as potatoes, sugar beets, and cotton, will be investigated.

At the present time a list of meteorological stations in the
USSR having a record of monthly precipitation values over a period
of at least 20 years is being compiled. All known gources, including

s

many original Russian language publications, are being used in an
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effort to obtain the maximum length of record for each station.

The use of such long-term records makes possible considerably morev
accurate statements as to whether a particular crop area in a given
Year has monthly precipitation amounts which are greater or less
than the normal.

After a list of stations with a satisfactory length of record
has been compiled, the monthly precipitation values will be tabulated.
The stations will be broadly grouped according to primary agri-
cultural regions, such as Lower Volga, Urals, Central Black Soil
Zone, and then within each region they will be grouped according to
oblasts.

Such a complete set of comparatively reliable mean values will
be extremely helpful during the growing season as an indication of
whether current precipitation amounts; as compared with the mean
values, point tosa potentially above- or below-average crop yield.

All the items discussed in this study have one ultimate goal --
the attainment of improved accuracy in the estimation of Soviet crop
Yields. One of the first steps toward this goal is the derivation
of some of the underlying relationships between crop yields and the
numerous interrelated weather factors. If some apparently significant
relationships are found and prediction equations are baged thereon,
several precautions must be tgken. First of all, no amount of

mathematical manipulation can take into account all the weather

*
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factors affecting the final yield. Hence any results obtained from
the prediction equations must be carefully considered and read-
Justed if some weather factors not iﬁcluded in the equation
definitely appear to be important. in any particular instance.
Furthermore, adjustments must be made in the light of any known

"significant changes in nonmeteorological factors.
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Table 1

Simple Corrslations between Spring Wheat Yislds and Weather Factors in the USSR for Various Months by Uyezds h\

) Pr¥cipitation Averapge Maximum Temperature
Guberniys, gnd Sep-Oct,
Uyezd May=-Jun May Jun Jul Apr=Jun Mar-Jun Feb-Jun May=-Jun May Jun Jul
Dot
Rostov 226 (23) J12  (23) 2l (23) ~-.02L  (23)
Ust' -Medveditskaya  .718%2(17) .575% (17) -.395 (15) =-.550% (15) =-.SLS* (15)
Ehoper W553mn(2)  JL37# (2L)  JL73w (2L) L569mm(2h) L6 (2L)  J716mm(2L) =278 (2L) =.532#x(2L) ~.LSS* (2L)
Saratov
Tsaritsyn .572# (15) -.266 (15) =.807 (15) =.275 (15)
Kamyshin 6224%(23) - 6251%(23)
Balashov »506% (18) -.578% (18)
Atkarsk .383° (26) =270 (25) ~.580s#(26) ~.L81x (26)
Saratov 37k (25) ~.593#(25)
Serdobsk -.082 (18) ~-.251 (18)
Vol! sk Jaoe (27) ~.568#5(26)
Samara
Novouzensk . .L88= (26) -.398% (26)
Nikolaysvsk »585% (18) -.352 (18)
Samara SuTen(27) o58202(27)  L537w#(27)  .529w#(27)  .SUT#e(27) -.370 (27) -.722##(27) ~.516%#(27)
Kazan .
Kazan -133= (28) =.579#2(28) =.Lhl» (28)
Koz'modem' yansk Ll (22) <187 (2h) -.605#(2L) -.207 (2L)

a. One asterisk in the Table indicates a S_percent level of significance; two asterisks indicate a l-percent level of significance.

Figures in parentheses

indicate the number of observations. .The minus sign (=) preceding a figure indicates an inverse relationship between the weather factor and the yield.

b. Guberniya corresponds roughly to present-day

. - b1 -
SEC
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oblast; uyezd can be compared with present-day rayon.




Simple Correlations between Spring Wheat Yields and Weather Fyctors in the USSR for Various Months by Uyezds
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Table 1 (continused)

-
Precipitation Maximum Temperature
Quberniya and
Uyezd May=Jun Jul Apr-Jun Mar-Jun Jun Jul
‘Parm
Krasnoufimsk ~-.027 (18) =260 (18) =~,177 (18)
Yekatarinburg +596un(2);) - 166w (21;) = u52% (2L)
Kungur 096 (26) =276 (26) ~.022 (26)
Irbit .57L* (18) -.325 (18) ~.289 (18)
Porm .32h (27) 135 (27) -399% (27) =~.262 (27)
Solikamsk 081 (16) -s297 (16). =~.033 (15)
Cherdyn 72 (22) (22) -28 (22) -.037 (22)
Yekaterinoslav
Yekatsrinoslav .363 (20) =-.222 (20)
Aleksandrovsk 293 (16) 392 (16)
Pavlograd .SLor (20) .022  (20)
Bakhmut =075 (17) -.062 (17)
Slavyanoserbsk 2353 (28) “379% (27)
Voronszh
Ostrogozhsk 522 (20) -.278 (19)
Novokhopersk L797TRe(1l) =62l (1L)
Voronezh 180 (21) ~3b5 (21) =213 (21)
Zemlyansk 208 (19) -.380 (19)
Zadonsk JA33 (19) -s201 (19)
- ko .
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Table Y (continued)

Simpls Correlations between Spr ing Wheat Yields and Weather FPactors in the USSR for Various Months by Uyezds

- .

v?-a»m;wo»on Average Maximum Tempersture
Cuberniya and . Sep~Oct,
Uyezd May=Jun May Jun Jul Apr-Jun Mar-Jun Fob-Jun May=Jun May Jun Jul
Tambov '
Tambov W31L (2k) =196 (2L)
Lipetsk .187 (15) -4278 (1L)
Kozlov oLy (27) .121 (27) =-.026 (27) -.030 (27)
Morshansk ~.070 (27) . ~al93#%(27) -2k (27) -311 (27)
Yelatomsk 2378 (20) ~e59L#(20)
Bessarabia
Kishinev .082 (25) ~el9l (25) =.17Lh (25) ~.010 (25)
Soroki -.081 (19) -.399  (19)
Xiev
Oman 159 (26) =286 (26) =a3U3 (26) =.09L (26)
Cherkassy 101 (20) =69+ (20)
Kiev «037 (26) -.039 (26) .0B1 (26) =126 (26)
Radomysl «6513%(21) =366 (1)
- L3 -
SaELRET.




Simple Correlations between Spring Barley Yields and Weather Factors in the USSR for Various Months by Uyazds =

s as o

Table 2

a/

Average Maximum Temperature

indicate the number of observations.

ga?@ndw:n Precjipitation
Uyezd = May-Jun May Jun Jul Apr-Jun Feb-Jun May Jun Jul

Don
Rostov 2050 (23) 132 (23) -.258 (23)
Ust! -Medveditakeya <BlL2wx(17) 347 (17) . -.20h (15) -8 (15) -, E668(15 )
Xhoper «51340(2)) +599%(20) «276 (2L) 61w (21) «L35% (2L) =331 (2L) =29L (2L) - l52% (2L)
Saratov
Tsar{tsyn .002 (15) =123 (1h)  -.533% (1h) 166 (15)
Kamyshin 559R(22) -.610m(22) -.808x%(22)
Balashov 632x%(17) ~.£82#2(17) =.81L*x(17)
Atkarsk JL12x (25) 391 (2L) =l7l (24)  ~.Sh7e(25) ~.563##(25)
Saratov 83» (2L) ~o 58l (2L) ~.L38# (2h)
Serdobsk 2178 (1k) =23 (1) ~.L57 (L)
Vol! sk 26513%(26) -o619#2(26) ~-.62822(26)
Samara
- Novouzensk +522%%(26) —l16% (26)  -.5L0wR(26)
Nikolayevsk o 7L3#x(18) ~.6L2#x(18) ~.270 (18)
Samara > #757##(27) o6 (27) S570#(27) =371 (27) ~eT10%2(27) =.58142(27)
Kazan .
Kazan 318 (28) ~.597#%(28)  =.LO9% (28)
Koz!modem' yansk .238 (22) =177 (2L) -.506% (24) -89 (2h)
a. One asterisk in the table indicates a S-percent level of significance; two asterisks indicate a l-percent level of significance. Figures in parentheses

The minus sign (=) preceding a figure indicates an inverse relationship between the weather factor and the yield.
be QOudberniya corresponds roughly to present—day oblast; uyezd can be compared with present-day rayon.
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Table 2 (continued)

Simple Correlations between Spring Barley Yields and Weather Factors in the USSR for Various Months by qwauub.

. N
Cuberniya and Precipitation Averags Maximum Tempernturs
Uynzd May-Jun My Jun . Jul Apr=Jun Yob=Jun Yy Jun Jul
Parn
Krasnoufimsk 263 (18) «.387 (38) ° <4349 (18)
Yekaterinburg 596w {2)) o =322 (24) =u512% (24)
Kungur : o164  (26) =335 (26) -e251. (26)
Irbit . 57 (18) «a290 (18) )56 Mps
Parn . 350 (27) JL19% (27) <158 (27) o331 (27)  =hi25e (27) ~oilibe (27)
Solikamsk «108 Mpe «e368 (16) =375 ME
Cherdyn J136 (22) ol (22) 230 (22) ) =.507% (22) =387 (22)
Yekaterinoslav
Yekaterinoslav «38L  (20) ’ “,528% MNOW
Aleksandrovsk . 12 (16) 2L (16
Pavlograd .68240(20) -.069 (20)
Bakhmut 226 (17) =202 (17)
Slavyanoserbak 107 (28) =, 38l (27)
Voronezh ”
Ostrogozhsk . .L87# (19) «356 (18) - -39 (17)
Novokhopersk “526w (1) RN S S S ST
Voronezh lldes (20), 178 (20) 2211 (20) -.Llibe (20)  =.303 (20) =035 (20)
Zemlyansk .225 (18) ~s561# (18) =.551% (18) =276 (18)
Zadonsk .598% (14) =o2hli (2k) -.567% (k)

- 46 -
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Table 2 (continued)

Simple Correlations between Spring Barley Yields and Weather Factors in the USSR for Various Months by Uyezds

Cuberniya and Vnoo»vwwwo»oz Aversge Maximum Temperature
Uyezd May=-Jun May Jun Jul Apr-Jun Feb-Jun May Jun Jul
Tambov
Tambov L32% (22) -.065 (22) -.150 (22)
Lipetsk - .280 (13) -.521 (13) -.259 (13)
Xozlov 2220 (25) 269 (25) +038 (25) 23982 (25) .021  (25) -.12  (25)
Morshansk 098 (22) -.180 (22) 2133 (22) 281 (22)
Yelatomsk 234 (21) : -.298 (21) -.297 (21)
Bessarabia
Kishinev 311 (29) -.185 (25) 237 (25) -.052 (25)
Soroki 131 (19) =373 (19)
Kisv
Uman .186 (26) -.307 (26) ~.258 (26) -.233 (26)
Cherkassy S517% (20) =119 (20) -.1h7  (20)
Kiev 208 (28) -.058 (28) .319 (28) -.367 (28) -.h2se (28)
Radomysl 4 2337 (22) . -.510% (21) -.7360%(22) -.369 (22)
- 47 .
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Table 3

Simple Correlations betwsen Oat Yislds and Weather Factors in the USSR for Various Months by Uyezds ‘(

gogwwwsa Vﬂnfo»vpnm».»os Average Maximum Temperature
Uyezd May-Jun May Jun Jul Apr-May . Apr-Jun Mar-Jun Feb~Jun May Jun Jul
Don
Rostov 27 (23) .101 (23) -.2Llk (23)
Ust' -Medveditskaya .7LS*#(17) : .552# (17) ~-.15L (15) -.S13# (15) =~.u50 (15)
Xhoper J583#(2L) LG8 (2h)  JL39e (2h) 92w (2L)  J603me(2l)  JOLLms(2L)  L737w(24) -.355 (2L) -.521se(2l) ~.519@%(2L)
Saratov
Tsaritsyn 188 (15) -.L05  (15) =.760%%(15) =~.365 (15)
Kamyshin .579m(23) =.6738%(23) ~—.5L2#x(23)
Balashov «687#%(18) = 717#%(18) -~ 6894%(18)
Atkarsk 361 (26) 292 (25) ~.661%n(26) -.689#2(26)
Saratov L97e (25) =.6Llpw(25)  w.bL9nn(25)
Se.~dobsk .223 (18) . =olSL (18) «.597##(18)
Vol! sk JL30% (27) -566u0(27) -.527#%(27)
Samara .
Novouzensk 69w (26) . =350 (26) =.L6Ow (26)
Nikolayevsk *  .753%%(18) ~ ‘ ~Jubli (18) -.356 (18)
Samara 656%2(27) =e363  (27) ~.726%x(27) . -.630%%(27)
Kazan
Kazan 334 (28) ~131e Mmmv -.383» (28)
Koz'modem' yansk 216 (22) -.2h7  (2h) =-.393 (2k) -.156 (2L)

a. One asterisk in
indicate the number

the tsble indicates a 5-percent level of significance; two asterisks indicate a l-percent level of significance.

of observations. The minus sign (~) preceding a figure indicates an inverse relationship between the weather factor and the yield.

b. Guberniya corresponds roughly to present-day oblast; uyezd can be compared with present-day rayon.

Cpos phok ]

- 49 -
~sTeTET

Figures in parentheses




ot

=SEaRET

Table 3 (continued)

Simple Correlatiens between Oat Yields and Weather Factors in the USSR for Verious Months by Uyezds

Guberniya and

Precdpitation Average Maximum Temperature

Uyezd May-Jun May Jun | Jul Apr-May Apr-Jun "~ Mar-Jun Feb-Jun May Jun Jul
Parm
¥rasnoufimsk L0L6 (18) -2 (18) ~.351 (18)
Yekaterinburg +5334(2L) =291 (24) -.392 (2L)
Kungur 322 (26) R =296 (26) ~.270 (26)
Irbit 667##(18) =247 (18) ~.316 (18)
Perm L6l (27) 008 (22) L2170 (27) 2187 (27) -.570m(27) -.5534x(27)
Solikamak «289 (16) ~l31 (16) -.398 (15)
Cherdyn 139 (22) 507M(27) L2611 (22) -.381 (22) -.3L9 (22)
Yekaterinoslav
Yekaterinoslav .280 (20) -.325 (20)
Aleksandrovek 367 (16) 2353 (16)
Pavlograd 31 (20) : -.076 (20)
Bakhmut £217 (16) -.195 (16)
Slavyanoserbsk 06 (28) ~.398» (27)
Voronezh
Ostrogozhsi Lu77#%(20) ) = u76n Mwwv ~.368 (18)
Novokhope rsk «728#%(2L) ~.635#% (1k) -.532% (1))
Voronezh 2355 (22)  .,256 (22) -.295 (22) -a726##(22) -.361 (22) -.301 (22)
Zemlyansk 50U (19) -.Lb5  (19) ~.527% (19)
Zadonsk .57Lx(19) . -.393 (19) =~.L79% (19)
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Table 3 (continued)

Simple Correlations between Oat Yields and Weather Factors in the USSR for Various Months by Uyezds

Guberniya and Pragipitation Average Maximum Temperature
Uyezd May-Jun May Jun Jul Apr-May Apr-Jun Mar-Jun Feb-Jun May Jun Jul
Tambov
Tambov .556x#(20) ~556e(2L) - Lo (2L)
Lipetsk L8 (17) -.6Lo(26) n.ug. (26)
Kozlov «35L (27) W335 (27) .85 (27) ~ale (27) -.205 (27)
Morshansk 063 (27) = LlBw (27) -.LSO® (27) - LBLwx(27)
Yelatomsk JSL3en(22) - -.888%2(22) -.287 (22)
Bessarabia .
Kishinev .385  (25) -.0LS (25) -.25h (25) -.173 (25)
Soroki .309 (19) -.254 (19)
Kiev
Uman -.207 (26) -+201 (26) L3 (26) -.059 (26)
Cherkassy .562%%(20) 4 ~o588##(20) =~.208 (20)
Kiev 2369 (28) -.095 (28)  .575%x(28) ~375% (28) -.L65e (28)
Radomysl o6 (22) -.616#2(21) -.L52# (22) -~.5u5we(22)
- - 51 -
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Table L

Simple Correlations, under the Given Hypothesis .wN between Spring Grain WVn..Em
and Weather Pactors in the USSR for Various Months by Guberniyas

Spring Wheat Spring Barley Oats
m\ Number of Precipitation Average Maximum Temperature Precipitation Average Maximum Temperature Precipitation Average Maximum Temperature

Guberniya Observations May-Jun May Jun May=-Jun May Jun May-Jun May Jun
Don 26 #387% 530 5065 -.536m% + 5608 -, 6910
Saratov 28 681 -6l 7028 -.228 - .GB88m ~ 672
Samara 28 JT19%n = 560% L819wn ) - 6130 26573 = 6508
Simbirsk 21 .L21 ~. 619 .569#% 6194 527 ’ -, 6L 8ms
Penza 22 L300 -.521% 2337 : -.369 L97 - 626wt
Tambov 28 +292 =55 hmn LS73 =.6L2wn LSL7wes -G8
Ryazan 25 JLb5e -.392 507 -11= 676 ~.63Gsm
Tula 19 A31 ~.562% .155 =130 .h36 -.560%
Orel 21 177 -.353 2333 =138 ’ .027 =372
Kursik 2 .29 ~o66Len .30 =736 <231 -. 199
Voronezh 2L 6630 ~li62x RESES ~LlLhn .5B86mx ~.L18s
Chernigov 22 W39L ~.750m 259340 -a670%n OLTee =700
Poltava 2L 5360 =708 4579w -.510% 5608 =.560%x
Bessarabia 22 .2hl -.168 .396 ~.253 377 =313
Yekaterinoslav 26 +191 -.1b5 369 -.25hL L3 =.284

2, Sum of May and Juns presipitation hypothesized as "eritical™ for all guberniyas; June average maximum temperatures hypothesizad as "critical" for all
guberniyas except the six indicated in the table where May average maximum tzmperatures were considered "critical".

b. One asterisk in the table indicates a S-psrcent lsvel of significance; two asterisks indicate a l-percent level of significance. The minus sign (-)
preceding a figure indicatas an inverse relationship between the weather factor and the yield. !

c. GOuberniys corresponds roughly to present~day oblast. ’
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Table 5

wawuaﬁ Temperaturs

~
b Number of Spring Wheat Spring Barley Oats

Guberniya |\ Cbservations May Jun Jul May Jun Jul May Jun Jul
Don 26 =.LL2» -.379 ~.52Ume -.377 -.506w» -.L0B*
Saratov 28 -.382# =Bl - 399 - 98w -.368 - 556
Samara 28 ~Ji12x =530+ PR AT ~.616un -.Loo» -.61 e
Simbirsk 21 -.392 -.357 -.b2) -.330 -.397 = Lli2e
Penza 22 -.509# -, 138 ~.560%= -.099 ~.56920 ~.51hn
Tambov 28 -.198 -.055 ~.320 -2k - 588w -1l e
Ryazan 25 -.i82» ~4299 =9 ~.510%x ~. 678w BN ivie
Tula 19 -.220 -.211 -4320 ~.391 - 67Lnn ~.5hGe
Orel 21 ~455G#e ~.39L -.398 ~.703un -.527% .50
Kursk 21 - 624 -.307 ~. L33 - b8 -.603un =199
Voronezh 2L = L67» -.223 -.L90x -.353 ~.526%n =-.292
Chernigov 22 - 8L -.318 - .62 -.h76 - LSl -.551
Poltava 2l ~.L61» -.169 -.L79n ~.laes -.3h5 - L21w
Bessarabia 22 -3 b ~.198 .020 -.217 -.151
Yekatarinoslav 26 -.250 -.363 ~.3L8 - LLO» ~.296 -, 110%
a. One asterisk in the table indicates a 5-percent level of significance; two asterisks indicate a l-percent level of significance. The minus sign (-)

preceding a figure indicates an inverse relationship between the weather factor and the yield.
b. Guberniya corresponds roughly to present~day oblast.
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Table 6

Multiple Correlations, under the Given Hypothesis ww between Spring Onw»w Yields
and Weather Factors in the USSR for Various Months by Guberniyas l\

T

Guberniys M\

Don
Saratov
Samara
Simbirsk
Penza
Tambov
Ryazan
Tula
Orel
Kursk
Voronezh
Chernigov
. Poltava

-

Number of
Observations

Spring Wheat

May-June Precipitstion

Average Maximum Temperature

May Jun
591t
7G5
7538
627
<531

.5598%

JL91s

S92n

394

L7011

STL72
. 760
$59T

Spring Barley

May-June Precipitation

Average Maximun Temperature

May Jun
6591
. 70U
BLGw
L6783
.387

L7275

.531w

167

.33k

76204

<708
.76l
LG

Oats

May-June Precipitation
Average Maximum Temperature

May Jun
27982
758
L7520
.681ms
633na

L6622

NITES

.592% -

.L06

.530%

«638an
B1Sss
662

2. Sum of May and June precipitation hypothesized as "critical® for all guberniyas; June average maximum temperatures hypothesized as "critical" for all
guberniyas except the six iridicated in the table where May average maximum temperatures were considered "critical".
b. One asterisk in the table indicatss a S-percent level of significance; two asterisks indicate a l-percent level of significance.
¢. Quberniya corresponds roughly to present-dsy oblast.
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Table 7

Multiple Correlations bétwsen Spring Grain Yields and Weather Factors in the USSR for Various Months by Guberniyas m\

AN
Spring Wheat

May-June Precipitation

W\ Number of Average Maximum Temparature
Cuberniya Observations May Jun Jul
Don 26 4528% L6
Saratov 28 « 700 721w
Samara 28 o 73w L7294
8imbirsk 21 199 bk
Panza 22 552 513
Tambov 28 »309 »302
Ryazan 25 5358 181
Tula 19 olli8 131
Orel 21 J568% .395
Kursk ; 21 575% 168
Voronezh : 2L Ta723n 667
Chernigov 22 J591% 158
Poltava 24 262902 oShln

Spring Barley

May-Jdune Precipitation

Averages Maximum Temperature

Oats .
May-~June Precipitation

" May Jun Jul
N . 580me
o 72301 L726mn
B27x B3l
6208 STT#
566% Al
.588un 5758
. Shls .609m%
+330 «392
L9k L7058
.556% JShhw
$T31ue JE9Len
8172w + 6880
LO70nn 6578

Average Maximum Temperature

May Jun Jul
NYasss L6384
610w O3
N Yk L7129
.578% ST
625 599

J692%n 6023w
765w 696w
27290 578
.528 623
L6398 530
69Swn 609w
750 J76708
596 NSRS

a. One asterisk in the table indicates a S5~-percent level of significence; two asterisks indicate a anmnoo:w level of significance.

b. Guberniya corresponds roughly to present-day oblast.
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Table 8

Multiple Regression Equations, Based on May-June Precipitation (X;) and Average Maximim June Temperature (X),
For Use in Predicting wnn»ﬁ Orain Yields in Selected Guberniyas m\ of the USSR

Numbar of )

Guberniya Observations Spring Wheat ) Spring Barley Oats

Don 26 77. + 0,123X; - 2.183X, 93e5 # 0.2L3%y - 2.798X, 104.0 « 0.24kX) - 3.62LX,
Saratov 28 68.5 + 0.211X; =~ 2.351X, ~20.L + 0.531X3 + 0.53LX3 118.1 + 0.2L9Xy = L.26LXp
Samara 28 55.9 ¢ 0.325X; = 2.0L9X, Sh.2 » 0.L55%; - 2.L6LX, 98.3 + 0.270%; - 3.689%X,
Simbirsk 21 118.8 + 0.056X) = L.257X, 13L.5 « 0.2L40X; - 5.176X, 135.L « o.wmmxu. - 5.303x,
Penza 22 89.2 + 0.091X; - 2.768X, 61l.7 # 0.115X) ~ 14692, 112.6 » 0.,093Xy - 3.8LbLX,
Tambov 28 52.0 « o.wmmww - 0.809%, 33.9 » o.rouHH - 1.070%; 98.6 +°0.295X; = 3.L72x,
Ryazan 25 80.1 4 0,231X) - 2,438X, 5L.9 + 0.323X; -~ 1.908%, . 76.1 & 0.291X) - 2.708Xp
Tula 19 L9.7 + 0.171X; - 0.657%, 78.4 » 0.0L3%y -~ 1.907X, 89.6 » 0.101X; - 2.L52X,
Orel 21 Hw.w.ﬂ * o.omwxu. - u.wo.wxm 59.2 » o.HHoNH - H.qmwxm 91.7 - o.OOWHH - m.muOHm
Kursk 21 75.8 = o.wmwﬂp - N.OE& 79.2 » o.HFmNH - m.u.mq.xm 93.7 » o.ommHH - N.mowﬂm
Voronezh 2L 572 & 0.225%) ~ 1.933X; 65.0 » 0.251X; - 2.L15Xp 59.4 ~ 0.083X; ~ 1.128X;
Chernigov 22 112.0 » 0.036X) = 2.776X; 9345 » 0.142Xy - 2.590%; 7L.2 « 0.12LXy - 2.089X,
Poltava . 2L 73.6 + 0.158X; - 1.678X, 78.9 « 0.176X3 - 1.880X; 91.1 + 0.142X; - 2.099Xp

a, Quberniya corresponds roughly to present-day oblast.
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