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UDC 521.391.266

QUASI-OPTIMAL FILTERING OF TRAPEZOIDAL SIGNALS WITH VARYING RISE AND
FALL TIMES

Kiev IVUZ RADIOELEKTRONIKA in Russian Vol 23,No 8 6Aug 80 pp 85-86
manuscript received 15 Feb 79,after revision 31 Jan 80

[Paper by P.V. Gavrish]

[Text] The optimization of the electronic channel of a LIDAR polar
coordinate meter reduces to the choice of the procedure for discriminat-
ing the detected signal in the receiver noise against the signal and
interference background, referenced to the input of the time filter.

The received realization u(t) = s(t-1, 3) + n(t) consists of additive
noise n{t) and the signal s(t-t, B), which is a determinate function of
time, and some parameter 8, which characterizes the law governing the
image analysis; Tt is the signal delay time.

The reception conditions are such that we consider the statistics of
the photoelectric current to be normal while n(t) is a steady-state
normal uncorrelated process. In such situations, the reception of
intensity modulated signals (with the exclusion of the constant compon-
ent) is accomplished just as in the case of radar.

The sounding range is equal to [R1, Ryl for any distance R [R1, Rol
and uniformly distributed in [Ry, Rp], the detected signal represents

a symmetrical trapezoidal video pulse [1] with a width at the 0.5 level
relative to the maximum value A of T, = const. and a width of the
leading and trailing edges of Ty ~ 1/R. In this case, T¢ is uniformly
distributed in the segment [T¢9, Tp1] (0, tg), where 143 v 1/Ry and
T$2 Y 1/R2.

We shall take T4 as 8. We then derive the likelihood function plu/t)
which for a given nature of the signal and noise defines the structure
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of the optimal receiving system, by means of statistically averaging the
likelihood function p(u/t, Tg) with respect to the minor parameter Tg.
The practical realization of such an optimal receiver is complicated.

If the signal is considered to be a determinate function, the problem
posed here can be solved by the method of optimal filtering (OF).
However, since Ty v 1/R, the synthesis of a filter which is optimal for
the set of signals encompassing [R}, Ry], is not feasible in practice.
In such situations,quasi-optimal filters (KVOF) are used [2] which are
matched to the signal in a portion of its spectrum ‘selected in a
specified manner.

It is proposed that an ideal low pass filter with a passband Af be used
as the KVOF, where the filter is designed to maximize the signal-to-
noise ratio for the worst' case situations which occur in the specified
sounding band.

We shall designate the maximum value of the voltage signal-to-noise
ratio at the output of the KVOF to the signal to noise ratio at the
output of an optimal filter as p[2]:

| (i) K (jo) é'da

£= = - Nz (1)
l § IStapdo - K o) do
where
j0) = i i t] (2)
S (jo) = 4Asin 0,5 wt, sin 0,5 0Ty/0Ty

is the spectrum of the received signal, while
K (jo) = ke, |a| < Ao (3)

is the transfer function of the proposed KVOF. We define tg as the
point in time when the signal is observed at the output of the KVOF;
k 1is a constant factor.

After substituting (2) and (3) in (1), we obtain:

T
(l —%) si [naf (7 — )l + (l +"i') si [7Af (7o + )] —
2
— ——sin dfx, sin ndfr, :
g T LW
n Y 2/88F (31, — 7¢)
where si(z) is the integral sine.

_ p=
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| v ] , The reduction in the signal-to-noise ratioc

! w <Aﬁ: 335\ . at the output of a KVOF for various values
g ///’ u SN  Of the normalized rise time of the pulses,
: / -0 computed on a computer using formula (4), is
; / shown in Figure 1.
4 ’

/ The quantity p, for a specified [Rj, Rp] can

@%2 oI o be considered a function of two variables:

Ty and Af, where )
Tg2 € T < Ty [Tgo ol <0, 7]

We shall specify the range of change for Af
Figure 1. by the condition of the most reliable isola-
tion of the signal from the noise, i.e.,

o where ) (5)
SX? {p (rd, = const, Af)}, rae T €(0, 7.}

By studying the behavior of p(Tg = const., Af) by means of derivatives,
we come to the conclusion that (5) is achieved when 0.52/t. < Af < 0.67/1..

Making use of the miniwax rule, we formulate the problem of selecting
i Af in the following manner: maximize the lower bound of the numerical
set formed by the values of the function p(ty, Af) with respect to Af:

inf AR}, rae Af € [0,52/%,, 0,67/), , ' 0, 7.]. (6)
sxfptlg {p (1, 8N} :l;ie z‘feél Te 0,67/7.), T4 € [Tgo, Tl < (0, 7] ‘ '

By analyzing the behavior of p(tg, Af = const.) by means of derivatives,
we conclude that the given function either increases in the segment
{t$2, T¢1], or is convex upward with 2 maximum point determined by the
equation p%¢ = 0.

The character of the behavior of p(tg, Af = const.) depends on the
position of the segment [tgp, Tg1] on the half-segment (0, Tl [sic]
and the quantity Af.

Consequently, 2r(pu¢,Af=com0} should be sought at the boundary points of
the segment [Tg2, T¢1].

The rule for selecting Af follows from what has been presented here
| [3]. 1If in a specified [tgp, Tg1] there exists p(1¢2, Af) = p(1p1, Af),
i then (6) is determined by the solution of the given equation.

3
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5

Otherwise, the desired Af is equal to:

1.

s'-All; (P (TQQ» Af))twﬁl;rAe, E 10:52'/":. 0n67/Tc)'
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UDC 621.396.96:621.391.26

OPTIMAL WORD SELECTION FOR DIGITAL COHERENTLY WEIGHTED SIGNAL PROCESSING
SYSTEMS

Kiev IVUZ RADTOELEKTRONIKA in Russian Vol 23,No 8, Aug 80 pp 86-89
manuscript received 2 Jul 79

[Paper by D.I. Popov and V.I. Koshelev]

[Text] In the analysis and optimization of digital quasi-optimal systems
(KS) in [1], the losses due to the finite word length of the digital
devices were not taken into account. Providing for a specified loss level
involves the selection of the bit capacity of the appropriate -devices,

and in the final analysis determines the cost of the equipment. A pro-
cedure is proposed below for the selection of the optimum word length
based on the criterion of minimal equipment cost.

The efficiency of a digital quasi-optimal system is reduced as a result

of losses during analog-digital conversion of the input process, rounding-
off the products in the multipliers and quantizing the coefficients in
the digital filters. The first two types of losses are accounted for by
the msert:ion of analog-digital converter (ATsP) noise having a dispersion
of O‘ADC and the noise from rounding—off the products in a rejection filter
(RF) having a dispersion of "rol and in a bandpass filter (PF) having a
dispersion 0%02 The analog-digital conversion noise is determined by

the word length and the dynamic range of the A/D converter and consists
of two terms: the quantization noise and the saturation noise, the dis-
persions of which are as follows respectively [2]:

o = (81/12) {1 - 20 (1)),

0% = 207, 1oy {82+ 1) @ (¥) — (/Y Zx0) exp (—£2/2)),
where 61 = /(2V-1 - 1) is the quantization step of the A/D con~-
verter; é *E% dynamic range of the A/D converter; ¢(z) is the
5
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integral of the probabilities; o2 4 ) [0%4 )] is the dispersion of the
mixture of interference and noisé at th§+2nput; v is the number of
A/D converter bits.

For processes which take place in practice, the readouts of the rounding-
off noise are not correlated with the input process or with each other,
i.e., they take the form of discrete white noise. When rounding-off the
products to the nearest quantization level, its mean mathematical value
is equal to zero, while the dispersion, corresponding to one multiplica-
tion operation, is equal to 83/12, where 83 = Zo(;, y/(2% - 1) is the
quantization step of the products in the corresponding digital devices;
UEi+n) is the mean square value of the interference and the noise at the
_ input’to the filter under consideration; k is the number of quantization i
bits in the corresponding digital device.

We shall take the losses due to the quantization of the coefficients of
the digital filters into account directly in the calculations of the
quasi-optimal system efficiency.

The losses in the threshold signal/(interferencetnoise) ratio [1], taking
into account the errors considered here, can be estimated by the formula:

by = l/Ap. =1+ (0: aun + cﬁoxl + “3 ox2)’°£(n+m)» (l) l

where 05 aun [03 apc)s o oK1 [0F ro1ls °% ok2 [03 ro2] and U%(nau)

[O%(i+n)] are the dispersions of the A/D converter noise, the rounding-

off noise of the rejection and bandpass filter respectively as well as

the mixture of interference and noise at the output of the linear part of

the system. In this case, c% ALC = oﬁDCHT*GTGH, 03 rol = (6%/12)11HT*H

and 05 ;.42 = (6%/12)12, _ W,

8 = LOyuy/(@ — 1), 8= V'DT R, + M) Dopgy/@ ' — 1)

where H is an n-dimensional complex column vector of coefficients of
the pulse response of the bandpass filter; D is an m-dimensional column
vector of the coefficients of the pulse response of the rejection filter;
G 1is an n-dimensional rejection matrix with elements Gjk = Dj_k where
k;j;mmm,mm)md%k=00muﬂm,&1manm¢mmﬂmﬂ

- normalized correlation matrix of the interference; I is a unit matrix;
A is the ratio of the noise to interference ac the input; I3 and 12 are
‘the number of rounding-off operations respectively during the multipli-
cation of fractional numbers in the rejection and bandpass filters;
B and y are respectively the number of rejection filter and bandpass
filter bits. We will note that the square law shape of DT(Ry + A1)D
determines the amount of reduction in the dynamic range of the inter-
ference at the output of the rejection filter.

6
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It is obvious that requirement (1) can be met for various values of

the vector W = {¢, v, 8, v} by means of redistributing the losses among

the components of the quasi-optimal system. In this case, the different

variants prove to differ in terms of the complexity of the digital .

devices of the quasi-optimal system. Thus, a reduction in the A/D con-

version losses by a specified amount, as a rule, requires greater

outlays than an equivalent reduction in the losses in the digital filters.

Because of this, it is expedient to choose the véctor W which minimizes
- the overall equipment cost. For this, we shall introduce the conditional
cost functions f1(v), £2(B) and £3(y) which characterize the outlays for
the realization of the A/D converter, rejection filter and bandpass
filter respectively as a function of the number of bits for these devices.
Then the problem of minimizing the overall conditional equipment cost is
formulated as P(W) = f1(v) + f9(B) + £3(y) - min with the limitation that
Aq < Aqpax, where Aqpax are the maximum permissible losses in threshold
signal. Because of the nonlinearity of the target function and the
limitation imposed, this problem can be solved by the methods of non-
linear programing [3]. We shall transform the limitation to the form
g(W) = Aq - Aqpax £ 0, and relate it to the target function as a
penalty function. Then:

] P (W,7) = [, )+ fo (B) + Iy () + rlg (W), (2)

where r is a parameter, the values of which fall off with each
optimization cycle.

3 I'§ \ 7
P 2 = :
N Ny Y V
i , ; \\\f\\\ 4 \\é\
) S Ry SR ey ety My Y R R ms
: Puc.1 4B © ez 9B Puc. 3. dR

Figure 1. Figure 2. Figure 3.

Relationship (2) transforms the nonlinear programming problem for the
case where limitations are present to a problem without limitatioms,
which is solved by well known methods, for example, the method of
variable metrics. The concluding step in theminimization is realized
at a very small value of r, so that the resulting vector .ppt satis-
fies the limitation -condition with a precision within the set tolerance,
in this case, assuring a minimum of the function P(W). The globality
of the resulting solution is assured by resorting through the local
extrema in the vicinity of the vector Wept.

7
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The solution of the nonlinear programming problem likewise makes it
possible to obtain the optimal distribution of the overall losses
Aq = Aqapc ° Agqrol ° Aqyoy among the components of the quasi-optimal
system. Based on some variants of the solution of problem of (2), for
the parameters treated below, it has been determined that the optimal
relationship between the quantization and rounding-off losses has the
form Aqyo = 0.1Aqqy. If one considers the fact the losses in the
individual components of the quasi-optimal system are equal to:
=l+02, /0 aun = Mo =

2 _ 2 .
s 0oty Aokt = 14 05 1 (02 (1.pm) + 02 x)s Aoy = 1 + 92 o2/ (03 (gt
+ Oy xs -+ Uooxl):

then the desired parameters can be computed from the formulas:

T*GT
vod g THCTGH
2 3 (8g,5 — 1) (05/0%) 0 qm)
& 1 LM HTH
= — log
P 2 ! 34g,, (8401 — 1) (U:IO’)(ﬂi'W)
L, : 14,07 R, + M) D

= leg
2 ! 3Aq,5 (Bqg — 1) (MG — )] (Ug/“z)(n-i-w)

The quantity  is chosen in this case as a function of the bit capacity
of the A/D converter based on the recommendations of [2], something
which makes it possible to neglect the saturation noise.

A gaussian apprximation was adopted in the numerical calculations for
the energy spectrum of the interference with a normalized width of

p = 0.05. The maximum losses Aqp,, were limited to a value of 3 dB,
while the conditional cost functions, because of practical consideration,
were taken as f1(v) = 5v2, £2(B) = 0 (since a rejection filter with
integer coefficients is being considered where m < 2) and f3(y) = nv.

In all of the figures (1, 2, 3), curves 1 correspond to quasi-cptimal
systems with rejection filters in the form of second urder interperiod
compensation devices (ChPK2) and bandpass filters in the form of a
coherently weighted store (VN), curves 2 correspond to ChPK1-VN [first
order interperiod compensation circuit with a bandpass filter in the
form of a coherently weighted store], and curves 3 correspu.. to the
coherently weighted store. :

A comparison of Figure 1 with the results shown in [1] shows that the
high efficiency of quasi-optimal systems is achieved at the cost of

- multilevel quantization (up to 14 bits when A = -80 dB) ., An increase
in the internal noise level of the receiver leads to a reduction in

8
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system efficiency, and as a conmsequence, to a lessening of the demands
placed on the bit capacity of the A/D converter. In the cases of
practical importance, the parameter A falls in a range of -30 to -50 dB,
and in this case, the requisite bit capacity of the A/D converter is
equal to 6 to 10 bits and practically does not depend on the order of
the rejection filter employed. The requisite dynamic range of the A/D
converter is £ = 3 to 4.5 when v = 6 to 10 respectively,

The curves for the requisite bit capacity of the bandpass filter as a
function of A, which are shown in Figure 2, show that the presence of

a bandpass filter permits a substantial reduction in the requisite bit
capacity of the bandpass filter, in which case, the amount of the reduc-
tion is proportional to the rejection filer efficiency.

The influence of the internal noise level on the requirements placed on
the number of bits for the representation of the weighting coefficients
of the bandpass filter, n, is illustrated in Figure 3. The estimate of
n is based on the average coefficient for the improvement in the signal/
/(interference + noise) ratio [1] from the condition for the reduction
of this parameter by no more than 1 dB. The smoothed curves show that
with an increase in A, the requirements placed on the bit capacity fall
off to a greater degree, the more efficient the rejection filter is.
When X > -30 dB, weighted processing in a ChPK2-VN quasi-optimal system
has a poor efficiency and the weighted store degenerates into an equi-
librium store. A similar situation is also observed in a ChPK1-VN
quasi-optimal system when A > -20 dB.

Thus, the analysis performed here and the proposed procedure for the
optimization of the bit capacity of digital devices using the criterion
of a minimum conditional equipment.cost can be useful for the technical
economic substantiation of the choice of the structure of digital
quasi-optimal systems. The results obtained show that the requisite
number of A/D converter bits is determined by the quasi-optimal system
efficiency and for actual noise/interference ratio, depends little on
its structure. The presence of a rejection filter in the quasi~optimal
system reduces the requirements placed on the bit capacity of the weight- .
ing coefficients and the multipliers of bandpass filters to a greater
extent, the higher the efficiency of the rejection filter.
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UDC 621.391.2
STUDY OF BASE 4 FAST FOURIER TRANSFORMATION ALGORITHMS WITH CONSTANT STRUCTURE

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian Vol 25, No 8, Aug 80 pp 1639-1647
manuscript received 5 Jan 79

[Article by A. A. Belyy, Ye. I. Bovbel', V. I. Mikulovich]

[Text] A study is made of base-4 fast Fourier transformation
algorithms with constant structure under their properties. The pre-
sented results permit determination of the limiting possibilities of
the systems containing no more than one arithmetic circuit operating

in real time. The results of the studies are used to create algorithms
with counterstructure which, in turn, permits the creation of deficient
systems for simultaneous processing of two complex signals.

Introduction

Fast Fourier transformation algorithms (BPF algorithms) have had a great influence
on the development of digital signal pprocessing. They are widely used in determin-
ing the mutual spectral power density [1-3], the coherence function [4, 5], the
mutual correlation function [1, 2, 6], and the indeterminacy function [2, 12]. The
operation data play a defining role when solving various problems which arise, for
example, in radar and also when processing the results of acoustic and vibration
measurements. A characteristic feature when performing the given operations is
simultaneous obtaining of the spectrum of two signals. The given signals are com-
plex, for by assumption, the analytical model of a real signal is used [7, 8, 10].

The possibility of using BPF algorithms with substitution in the device realizing
these operations has been investigated in detail in references [1, 9, 11]. The
application of BPF algorithms with constant 'structure for the solution of a given
problem has not in practice been investigated.

The purpose of this paper is the investigation of BPF algorithms with constant
structure and the possibility of using the given algorithms in a specialized device
designed for simultaneous obtaining of the spectra of two complex signals.

_ The limiting characteristics of the device operating in real time will depend on
the speed of execution of the base operation of the BPF and the selected method of
realizing the BPF. It is known that the execution of the BPF algorithm can be

- realized [1] by the methods of series, parallel and flow processing using bases 2,
4 and 8. Considering these methods, it is possible to draw the conclusion that

- from the point of view of equipment expenditures with timely development of an

1
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element base it is possible to discuss the series method of executing the base 4
BPF algorithm when all of the base operations of the algorithm are performed in
series by one arithmetic circuit.

1. Base 4 BPF Algorithm

The discrete Fourier transformation for samples of the time function 8y given at N
discrete points is written in the form

N~y

A= Z W~s,, k=0,1,...,N—1,

o 69)
where W = exp (-j2n/N), N is an integer.
If we introduce the N X 1 matrices
Isl=col(so 81, s0-0);  lAll=col(ds Ay, .., Aw-)
NX{
and define the N x N matrix || W||, the coefficiests of which are
) 2n '
Wp=exp [ ] === (ik)mod N ],
N
expression (1) assumes the form
i A = W S“. h
“ux!I “erll !vlvxl (2)

In the case where the matrix ||W|| is multiplied from the left by the permutation
matrix ||TI||, the newly obtained matrix can be represented in the form of the product
of rarefied matrices. As the permutation matrix it is possible to use the digital

- inversion matrix ||II]| = [|[Q]|. 1In the case wherea ,, a 5, ---» 2p, ag) are n

- digits 'of the base 4 representation of the row number of the matrix ”W” , then n
digits (ao, aps eres a__o» an-l) define a new number of the given row in the matrix

llz]l. Let us also note that if an operation of the type (a,_1s 8_ps By 35 *oo» 3p>
as ay) = (ao, a_1» By s +evs 83 8y a) is performed, then the matrix ||P|| is
defined, and if the operation of the type (an_l, 8 53 8 35 v a,, ap, ao) =

- (8,_32 @ 30 3540 +*+» 31> 3 a ;) is valid, the matrix ||M|| is defined.

Using the digital inversion matrix, expression (2) cam be reduced to the form

LAI=1Ql 171 fsl, 3
NX1 NXN NXN NXi
vhere (El=lQl 171
- NXN—NX" NXVY ) . (a)

Entering the row number p of the matrix ||T|| in the form

12
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4=01,2,3,

(5)

in equality (4), it is possible to note that the same row in the matrix ||W|| will
have the number

Tn (P) =2 2 an4""".

In this case the elements of the matrix ||T|| will be

t"=w'n (rng=€xp (_izn

Let us break down the matrix lIT]l into blocks

ABO) Aor1 gor| i

A0 | gn IA“ Il—A“

I71=f5r ks

= 42 IAzzlAza
I
A’“!A3'|A”!A”

() g

¥
wg)

where the matrices ||4™, i=0,1,2, 3; k=0,1,2,3, has dimensions of 4n-1x4n-1.
The elements of the matrix “Aik“ are equal to:
113
Qpq =ti'al'l+,_ N igg,
p=¢=0,1,..., 4~ i=k=0,1,2, 3.
If we consider the equality (7), expression (9) assumes the form
Ta ;. n—-l+ k_ ne~t
a;;=w,,.m.=exp{—i2n (4 IZ‘( 4 fq)
Since for i =0, 1, 2, 3; p=0, 1, ..., 21 _ 1 the equality
ra(i-4""'+p) =4ra-i(p) T+,
is valid, th ‘
» then N ik g o ra-1(p)q
a,q=exp{——]2n—4—}exp{—]2nzﬂ— exp{—j zt——————4“_i .
Considering expression (10), the equality (8) can be written as
| "o | T To | Tna
Tﬂ—an—ll ~iTnaqln, | —1T,_ 'n-1' ll iTn-an—l \
hr =" I “I= i
" xa” Tﬂ—an -1 = "1Tn-1L1z|—1 T, Ln_1 = —1iT, Ln—l
Tn—lL'n-ll ’Tn-li‘n-] —)rn.an_ IT Ln—l
Ta ) O 104 0 Plgd 04 00 0 p5 vl I Lyt Loy § Ly,
B 0 T,:l_ __0 __0_ “ o Iz, 1o o__ 1,‘_1 -—;'In_l!l—il 1
0 v 0T, 0 o Fofza 1o ]X VN Y 2 R N DT
- . ) .
0 1 0 0 T ff 00l 0 m, |’u-1 oy | =g | = ilny
13
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- mer cmm et e S oad wetma—

vhere v '
IL™||= diag {1,‘ e.xp (—j% 1-m-) y-nes@XD [—i-%:;— 4rt—1)m ]}, .

In—l ig'a unit matrix; let us also note that here the abbreviated notation for the

lon—lxl;n—l matrix ||A|| in the form “AII =A _,1s used for convenience.

If we introduce the notation

D = quasi-diag (I _.,L,._..L:__., L..)

and use the symbolic notation for the direct matrix product [11], then equalit‘y (1)
assumes the form - *

To=(Tu-1®1)Da(l,-®T}), (12)

where @ is the direct product symbol.

If we express the matrix Tn—l in terms of the matrix Tn__2 and this process is then
repeated until the matrix Tn is fully expressed in terms of the matrix Tl’ we obtain
the base 4 BPF algorithm which considering equalities (2) and (3) is written in the

form
| Wa=0Qa(T,®1,-,) (D,®],-,) .(11®Tc®ln-;) .o
e (DW®Io) (I ®T B y) ... Du(1u1®T)), | \ (13)
where . R
Dn—l = quasi-diag (Tn=t-1» L:—(—h L:‘—i—h L::f—i)y

L™ = diag [0, m-4, m-2-4,..., m(&"-1=1) 4],

1 1 1 1
S IRt At R | I
=}y 4 1 4}

1 j—1 —j

k =3, 4, «oo,n=13 i=0,1, ..., n-25m =1, 2, 3.

1
The symbolic notation m is used in place of W" to designate the elements of the
matrix L.

2. BPF Algorithm with.Constant Structure
By analogy with what has been stated above, it is possible to obtain a class of BPF
algorithms permitting the use of a set of structural diagrams for their equipment

execution. From this class of algorithms we isolate the BPF algorithms with con-
stant structure which are considered below.

I
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APN Algorithms. If we isolate the matrix Sa=I.-®T,, in the equality (13), we
obtain the BPF algorithm which is written in the form

anonpnsupu (In—',QD’)AS" e P"(I""QDR)S" ° . ’ PnDnSﬂ. (14)

Example: for N = 64 expression (14) assumes the form
W,=Q.P,S,P;(I,®D,) S,P,D,S,,
- where

-Dy=diag 0, 0,0, 0, 0, 0, 0 0 0 O O 0 0 0 O O

0.1, 2 3, 4 5 6 7. 8 9, 10 14, 12, 13, 14, 15,
0, 2 4 6, 8 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30,
0. 3, 6 9. 12, 15. 18, 21, 24, 27, 30, 33, 36, 39, 42, 45),
_ @Dy~ diag- (0, 0. 0,0, 0, 0, 0 0 o 0. 00 0 0 0, 00
0, 0,0 0 4 4 4 4 8 8 8 8 1212 12 12
0. 0.0 0 8 8 8 8 16 16, 16, 16, 24, 24, 24, 24,
0. 0. 0 0 12, 12, 12, 12, 24, 26, 2, 2, 36, 36, 36, 36).

The block diagram of the device executing the given algorithm is presented in Figure
1 and consists of one arithmetic circuit (AU), the input and output storage elements
{(ZU1 and ZU2 respectively) and permanent memory (PZU).

i
|
olalasllaln
olslallalnlBilelEIsN rEr—t-—71.0
0l |26 olutn
I lolasfas 2 | | AY)
vloqaetast fodntatlafu]n i
oln|a2tlolulizlfols|n|l !
LN ' !
'aunuuiﬁﬂﬂil |
Ijejulanitoralnfialala]y i
lg:lw ols|n ol 416 t
il fofs)eflo] s]s|! |
THEHIEHAIHI R C 6 T
| olsltorofs|fo] o] !
sfolsflojolellalal?]t 1 |
1lejejatjofetz)folalif e ™
leteqel]elo]a]|o]ef2 H - i
{ (%
Lt B il ol — SEg—F- + ) |
-L 'L E [0 IR NP B -0
L ]

Figure 1. Block diagram of the device executing the APN algorithm.
Key: a. PZU b. Z2Ul1 c. 202

The APS algorithm

Wa=0uPoSu{Pu(ln2®D) M.} ... (15)
v PnSn {Pn (ln—leDh)Mn} e p'S,, {P,,D,.M,.}P.S,..

15
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nloffslije ajl |
HHEHH R HEETRRHER !
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-glofo 0]lgjo ﬂsl) Uﬂl | X i
113 efaflalolnl|ojoto afal] ‘ |
§
\__f_l__ ..]___.Ed_:[_ L I_n L |

o e e e e e e o o e e e e

Figure 2. Block diagram of the device executing the BPS algorithm

Key: a. PZU b. 201 c. 202
The BPN algorithm '
Wa=SuMa{Pa[Qn(D:®I,-) Q,.]M,.}:_S.ML .o
e APV [0 (DA®L,) Q1M ) S M. (16)

ve APT [QuDa Q1 M2} S M0
The BPS algorithm

| W.=S.{0. (D;®1,_) Qu} M.
e Su (P [0u(D®Lan) Q1M MM .. an
e o Sa{PY T [QuDAQ I M Y M oS M0

Example: for N = 64 expression (17) assumes the form

W,=5,(0:(D:®1,) Q:} M. (P [ QuD:Q. M) M.S.H.Q.,
where

Py[QsDyQs) My =djag (0, 0, 0, 0, 0, 4, 2 3, 0 2 4 6 0 3 6 9
ST e (o. o 0 0 4 5 6 7. 8 10, 12, 14, 12, 15, 18, 21,

o 0 0, 0, 8 9 10, #, 16, 18, 20, 22, %, 27, 2% 33,

0, 0. 0. 0, 12. 13. i4v 151 24v 26v 28v 30' 361 39-' 42v 4b)v

Q(D:® 1) Qi=diag (0, 0, 0, 0, 0, 0, 0 O v, 0 0, 0, 0 0 0 0,
0, 0,0 0, 4 4 4 4 B, 8, 8 8 12 12 12, 12,
0, 00,0 8 8 8 8 16, 18, 16, 16, 24, 24, 24, %,
0, 0, 0, 0, 12, 12, 12, 12

. 2, 2, %, 2, 38, 36, 36, 36).

Tt;;ublogk diagram of the hardware execution of the given algorithm is presented in
F re 2, '

16
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SPN algorithm
Wn=SnDnMn - -'- Su (In—hsDk) Mn e Su (In—SQDZ) MnS'lMlon- (18)

SPS algorithm : -
Woa=S Mo {PuDuM } S M. ...

(19
.o {Pn(ln—lgDA)Mn}SnMu- ve {pn(ln-:®Dl)Mn}Sn1Wﬂ'

Wo=QuPaSaPo (P " (QuDaQul M2} S0 ..

o PP [Qu (DB ) Qu M) S (20)
oo P {Qn(D1®1,-;) Qn} S

DPS algorithm

DPN algorithm
Wo=QuPuSa{Pr ' [0.D.Q. 1M "'} ...

PSP 0 (DOL) QMY .. (21)
ven PnSu {Pn[Qn (Dleln—z)on]Mn}PnSn-

From the above-presented formulas it is obvious that each of the algorithms is exec
ted in n = log,N steps. For each of the above-investigated algorithms the following
basic property is satisfied: its structure is constant in all steps. The given
structure permits the use of a memory with series access. The organization of the
input or output memories can be parallel or series. The arithmetic circuit can be
asymmetric (Figure 1) or symmetric (Figure 2). TFor convenience of use the basic
distinguishing features of the given algorithms are presented in Table 1.

The processing in real time usually requires that the spectrum calculation time be
equal to the signal duration T , that is, for the given algorithms the following
equality must be satisfied

N
T,=TTlog‘N, ‘ (22)

where T is the time in seconds required for the performance of the basic base 4
operation including the memory access time and the operating time of the arithmetic

circuit. Since the equality FB = N/2Tp is valid, where FB is the Kotel'nikov fre-

quency, the expression (22) assumed the form

4
Tp= Z(W ”°g‘zr“) ) (23)
When using the equality (23), the graphs presented in Figure 3 were constructed
which indicate the limiting possibilities of the systems, that is, they determine

the minimum resolution or the admissible execution time for the given Kotel'nikov
frequency. For comparison a curve is also presented for the base 4 BPF algorithm
with substitution. The graphs were constructed under the condition that the memory
access time is on the order of 1 microsecond, and the operating time of the arithmatic
circuit is 2 microseconds. The values of FB for the most widespread values of N

are presented in Table 2.

17
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Figure 3. Ratio of the upper frequency and length of the realization
during operation of a system for fast Fourier transformation in real
time: 1 -- curve for the algorithm with substitution; 2 -- curves for
the APN and the DPN algorithms; 3 — curve for the BPN and SPN algo-.i
- rithms; 4 -~ curve for the APS and DPS algorithms; 5 —— curve for the
BPS and SPS algorithms; 6 -- curve for the algorithm with counter-: &u
structure.

Key: a. FB’ kilohertz

The above-investigated properties of the BPF algorithms with constant structure per-
mit the development of algorithms that are more adaptable for simultaneous process-—
ing of two complex signals.

3. BPF Algorithms with Counterstructure

Let us propose that it is necessary to obtain the spectra of two complex signals in
real .times simultaneously. If we use the BPF algorithms with substitution forythe
given device, then from Table 2 and Figure 3 it is possible to determine the limit-
ing characteristics of this system. The following belong t~ the basic equipment
expenditures required for execution of the given system: two arithmetic circuits and
a memory with a capacity of 2x2xNxk bits, where N is the signal length, and k is the
number of binary bits required for representation of the inp-* and intermediate
values.

The application of BPF algorithms with constant structure, as is obvious from Table

2 and Figere 3 leads to expansion of the values of the limiting parameters and simpli-
fication of the hardware (the control circuit is simplified). It is necessary to

note that these values are achieved as a result of increasing the memory size from
4xNxk bits to 2x4xNxk bits.

if among the algorithms with constant structure we isolate the algorithms which have
a defined order of reading and writing data, then ip it ‘is possible to' ¢omnstruet.a

18
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Table 1. BPF algorithms with constant structure

Algorithms APN | APS | BPN | BPS [SPN | SPS|DPN | DPS
Read from Series + + + +
- memory Parallel + + + +
Enter in Series + + + +
N memory Parallel + + + +
Arithmetic |Symmetric + + + +
circuit Asymmetric + + + +
Order of Multiplication + + + +
execution ofj Addition + + + + + + + +
operation Multiplication| + + + +
Table 2
Upper boundary frequency, kilohertz
N Algorithm
fwith sub- | APN APS BPN BPS
stitution | DPN DPS SPN spg | Optimal
64 81 108 114 126 135 185
- 256 61 81 86 94 102 138
1024 49 65 69 75 81 111
4096 41 54 57 63 68 92

a system having defined advantages. The block diagram of such a device using the
APN and BPS is presented in Figure 4. Thesignal s, written in the memory 2U1 is
the input signal for the algorithm APN, and the signal s, written in the ZU2 memory
is the input signal for the BPS algorithm. For example,“for N = 64, 0, 15, 31 and
47 samples of the signal s, arrived at the input of the arithmetic circuit of the
APN algorithm, and O, 1, 27 and 3 samples of the sigral s, arrive simultaneously

at the input of the arithmetic circuit of the BPS algoritﬁm.- After performance of
the calculations at the output of the arithmetic circuit of the APN algorithm, data
appear which are entered in the cells of the ZU2 memory where previously there were
0, 1, 2 and 3 samples of the signal s,, and the data from the output of the arith-
metic circuit of the BPS algorithm afe entered in the corresponding cells of the
ZU1l memory.

From the performed analysis it is obvious that the use of the BPF algorithms with
constant structure and defined order of reading and writing (let us call the given
algorithms BPF algorithms with counterstructure) permits the memory size to be cut
in half.

The above-presented choice of BPF algorithms with counterstructure (APN and BPS) does
not permit the organization of an optimal system, that is, a system in which the
arithmetic circuit and memory operat without a pause. However, if we are limited to
the algorithms, for example, SPN and DPN, for which a defined order of execution of
the operations is fixed in each step, then in the block diagram presented in Figure

19
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= 4, one arithmetic circuit will be excess. Accordingly, it is possible to create an
) optimal system (let us propose that for this purpose in the arithmetic circuit
there are special buffer registers available), which will be capable of processing
two complex signals with minimum equipment expenditures: one arithmetic circuit,
a 4xNxk bit memory and control circuit. The limiting parameters of the given system
can be determined from Table 2 and Figure 3.

THe algorithms APN and BPN; APS and BPS; SPN and DPN; SPS and DPS which differ from
each other by the type of arithmetic circuit and the order of execution of the
operation can be used as BPF algorithms with counterstructure. The given algorithms
permits the developer to manifest defined flexibility when constructing systems
designed for simultaneous processing of two complex signals.

®)
(c)

Figure 4. Block diagram of the device executing the BPF algorithm with
counter structure.

- Key: a. ZULl memory b. PZU c. BPS d. ZU2 memory e. APN
Thus, the performed studies of the properties of the BPF algorithms with comstant
structure permitted determination of the algorithms with couaterstructure which can

be used for the creation of optimal devices that are efficient with respect to
equipment expenditures designed for real time processing of two complex signals.
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UDC 621.391.2
EFFECT OF THE FORM OF SEA WAVES ON THE SCATTERED RADIATION CHARACTERISTICS

Moscow RADIOTEKHNIKA I ELEKTRONIKA in Russian Vol 25, No 8, Aug 80 pp 1770-1774
manuscript received 28 Mar 79

[Article by I. F. Shishkin]

[Text] In recent decades, in the broad oceanographic literature a detailed study has
been made of the relation of the characteristics of radiation scattered by the sea
to the condition of the water surface. The dependence of the scattered signal pa-

- rameters on the form of the sea waves constitutes an exception. This is explained
by the inadequacy of the widely accepted two-scale model of the sea surface to the
mechanisms present during scattering by waves of finite steepness.

Graphic results are obtained when investigating the diffraction of acoustic or elec-
tromagnetic waves on a trochoidal profile.

The expressions proposed in [1] for the angular factor determining the scattering
indicatrix of a field incident on a segment of the surface with the simplest types

- of large-scale unevennesses are easily generalized to the case of symmetric periodic
unevennesses of arbitrary form. For a reflection coefficient modulus equal to one,
the dependence of the angular factor modulus of the form of the unevennesses, the
angle of irradiation of the surface % and the direction of the diffraction lobe
peaks o has the form .

Hom) = _‘_—fgs_(i'":ﬁ?) 2 Z’ Z (~tym=1=2=em(n= 0] (5,). .. o

sin dm—Sin to

tem—o  pm—00 lea—oo
...]p(-?:)]l(Sz)Jm—ll«—Jo—-.‘.-—nl(‘l) Iv
where the arguments s_ of the Bessel functions of different order are expressed in
terms of the coefficients of expansion of the surface profile *n & Fourier series
a, by the formula
$n==kan(9in Cm—8iN o) (2)

(k is the emission wave number).

For profiles defined by the parametric equations

=B—xsin 0,
y=Ppcos 6
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Figure 1: a - h/A = 0.05, @ = 8 = 0.157; b — h/A = 0.1, a = B = 0.314;
f & - h/A=0.1, a = 0.65, B = 0.314.

Key: 1. decibels 2. angles in degrees
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Figure 2. a -— h/A
c — h/A
Key: 1.

c (€D

0.05, ¢ = B = 0.157; b =~ h/A = 0.1, o = B = 0.314;
0.1, a = 0.65, B = 0.314.
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for n > 1 [2],

1 . '
an=P[/u_1(na) +Jns1(na) ] -aBl o (na) ~ -;mﬁ[l.._z(na) +lnsa(na) . (3)

The calculation by formula (1) is performed as follows. By the given values of %y
the sea wave length A and the radiation wavelength A from the condition

m= T(cos Qm ~ CUS Op)

for m = 0, +1, +2, ... the directions of the diffraction lobe peaks are defined.
Then for each direction o_ by formula (2) all the arguments of the Bessel functions
s, are found in (1), aftet which f(am) is calculated. The number of harmonics n

depends on the required accuracy of the calculations. In practice it is insured when
using the following approximate expressions in place of (3)

ay2B (1—0,3750+0,0026c—0,000759¢),
a2B(0,5a—0,333a+0,062503),

* 8y>p(0,375a?—0,35%" +0,1108a?),
a,=B(0,333c7—0,4a%),
ay~$(0,3255a* —0,475a%),
a4=§0.33750%,
a;~B0,3647a%.

Since the Bessel functions are negligibly small for the values of the indexes greatly
exceeding the magnitude of the argument, in (1) the summation is actually performed
within bounded limits.

The form of the sea waves is given by the values of o and B. For 0. = B the wave

profile is trochoidal, the case 0 > B corresponds to the so-called V. V. Shuleykin

waves. The steepness of the waves defined as the ratio of their height h to length

A increases as the values of o and B increase, and it reaches a maximum value of

0.143 for trochoidal waves with & = B = 0.45, and for the V. V. Shuleykin waves, for

a > B < 0.45. -

In Figure 1l,a,b, the scattering indicatrices are calculated by formula (1) for the

trochoidal waves of different steepness and A = 30 cm of radiation with A = 3 cm for

vertical (a, = 270°) irradiation of a section of the water surface are presented.

From the figures it is obvious that the variation in wave steepness leads to notice-

able redistribution of the energy calculated in the surrounding space. lere a role

is played by the variation of the wave height. For example, in the direction of the

back scattering the amplitude of the echos as a result of an increase in h decreases

by hundredths of a decibel. In pure form the dependence of the scattering indica- -
trix on the form of sea waves is traced on a model of the V. V. Shuleykinwaves. The =
sharpening of the crests of these waves takes place as a result of an increase in the
ellipticity of the orbits in which the surface particles of the wave move without

variation of h and A. The transformation of the scattering indicatrix is illustra-

ted in Figure 1,b,c. The amplitude of the back-scattered signals does not vary

within the limits of accuracy of the calculationms.

Analogous phenomena occur for slant irradiation of the water surface, which is illus~-
trated by the scattering indicatrices constructed in Figure 2 for the same values of
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A, A and o = 300°. The difference is the absence of symmetry of the indicatrices
with respect to the direction of mirror reflection. The amplitude of the signals
started in mirror direction by trochoidal waves decreases by hundredths of a deci-
bel as a result of an increase in their height. When scattering by V. V. Shuleykin
waves, it remains constant.

Thus, whatever the angles of irradiation of the water surface (within the limits of

| applicability of the investigated method [1]1), the amplitude of the signals scattered
in the direction of the mirror reflection does not depend on the shape of the sea
waves. Its value is determined by the angle &  and the amplitude of the first
harmonic of the spatial spectrum of the surface waves a;. The angular factor in the
mirror direction is

1—cos (m—ax)

sin am-—-sin ap

Hom) =

To(sy).

In practice the signals scattered in the mirror reflection direction are used for
vertical sounding of the wave surface from aircraft in the combined reception-trans—
nission mode. Here, consequently, it is impossible to obtain information about the
shape of the sea waves. This fact must be considered when designing means of moni-
toring world ocean pollution by petroleum products based on recording the smoothing
of the sea waves by surface-active films.
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Figure 3: 1 -- o =8 = 0.45; 2 —— Figure 4: a = B cth 2 (H/A);
¢=8=0.314; 3 --0a=8=0.157. B8 = 0.314.
Key: a. decibels b. degrees Key: a. decibels

During inclined sounding the amplitude of the back-scattered signals depends on the
shape of the waves. The greater the angle of incidence, the stronger this dependence.
Figure 3 shows the case of active location of waves of trochoid~i profile, and
Figure 4 shows V. V. Shuleykin waves with B = 0.314 and o = B cth 2mw(H/A), where

H is the depth of a body of water. The presented relations confirm the conclusion
that was drawn.

The consideration of the asymmetry of the sea waves can be considered a further de-
velopment of the theory.

The author is grateful to I. K. Mileyeva for computer calculations by formula (1).
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[Paper by V.T. Belinskiy, Yu.L. Mazor and R.M. Tereshchuk]

[Text] The noise immunity of two noise signal

detectors which operate using the method of bilateral
spatial contrasts is treated, where the detectors
differ in the procedure for the comparisuv ¢ “ho
signal and reference voltages. The advantage oL o
detector where the signal voltage is eompared to the
average reference voltage over a detector in which

the signal voltage is compared to each. of two
reference voltages is dcmonstrated. :

In noise signal detectors which use the method of bilateral spatial
contrasts, various methods are employed to compare the signal and
reference voltages. Block diagrams of two detectors are shown in
Figure 1, each of which contains a standard detection channel (TTO)

and reference and signal voltage driver (FSON). The TTO consists of
the antenna system (AS), the bandpass filter (PF), the detector (D)

and a low pass filter (FNCh). The low pass filter storage interval

T, is chosen equal to the time for sweeping the antenna system through
an angle equal to the width of the main lobe of the directional pattern
(DN). The reference and signal voltage driver consisus ~f dzlay lines
LZ1 and 1LZ2. The voltage Uj = U,(t) is chosen as the signal voltage,
which corresponds to-'the position of the antenna system directional
pattern at the point in time ¢, while chosen as the reference voltages
are U, = U, (t+T) and U) = U(t-T), which are shifted in time relative

to the signal voltage by +T.
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The basic distinction between the detectors consists in the method of
comparing the signal and reference voltages, In the detector of Figure
la, the signal voltage is compared in a threshold gate (PU) with the
mean arithmetic value of the reference voltages, where this value is
obtained by means of an adder (S) and a voltage divider (Del). The
decision that a signal is present is made in the case where the threshold
voltage Uyoy is exceeded by the signal voltage Ug = U& > Upyy =
? Kq (U +)UZ), where Kq is the transmission factor of the voltage divider
Kd>0.5 .

In the detector shown in Figure 1b, the signal voltage is compared to
each reference voltage. The decision that a signal is present is made
in the case where the threshold voltage Unyoy in the threshold gates PUL
and PU2 is simultaneously exceeded by the output voltages of the sub-
traction gates VUl and VU2 respectively:

U4' _'.U( > Ump

) . . (1)
- UC_U:>Uuop

Decision (1) is made by a device which performs an AND logic operationm.
The specified false alarm probability (VLT) is achieved through the
choice of the threshold voltage. In the following, the detectors con-
sidered are designated in accordance with the operational algorithm as
ODKS - adetector with bilateral contrasts with respect to bhe mean
value and ODKI - a detector with bilateral contrasts and an AND logic
Z gate,

The noise immunity of an ODKS was treated in [1] with the following
'assumptions: the interference voltages corresponding to the adjacent
directions of the antenna system directional pattern-are independent;
PF is an ideal bandpass filter with a bandwith of Af; D is a linear
detector with no inertia; SNCh [low pass filter]'is an ideal integrator.

The case where AfT >> 1 which is important in practice was analyzed.

We shall estimate the noise immunity of an ODKI, adopting the assumptions
made above and AfT >> 1. 1In this case, it can be assumed that the
voltages at the outputs of the reference voltage and signal driver have
a gaussian distribution both in the presence and the absence of a signal,
mean values of: )

a,=K,0;; a;=K0}; a; = K0,

(2)

and mean square deviations of:
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3)

- 0, =Ky05 0, = K05 o = K03,

where Ky = 1/¥27 , Ky = 0.2//AfT , o;, o and o, are the mean square
deviations of the interference voltage at the output of the bandpass
filter corresponding to the three adjacent directions of antenna system

' directional pattern.

The probability that the voltages at the outputs of the subtraction
gates Us and U will simultaneously exceed the threshold voltage is:

s
Pap = P Uy > Unep, Ug > Unop) = ” w, (41, y) dyydy,, 4)
. UMP
where wy(yy,y9) is the combined probability density of the two inde-

pendent random quantities Us, Us, formed from the three independent
ones U,, U} and Uzu . In accordance with [2]}:

/G 1) = [ Josty (1) w0y (1) g (5 gy,

where wy(x1), wy(x9), wi1(x3) are the one-dimensional probability
densities of the random quantities U, ul, UA' J4 .5 is the Jacobian

of the transform from the random quantities U4, Ul and Uj to the random
quantities Ug = U& = Uy ud = U4 - U4 and U UZ

In this case, J4’5 = 1, and therefore:

1 ¢ — g —a
wz(yl' y,) F=3 Wo-"_q:a- Sexp [— ﬁ—%}-.—a‘l_] X
(s —a)p s — y— ) (%)
Xexp [” 2(0;#‘] exPp [“ T ] s

Following the substitution of (5) in (4) and integrating with respect
to y3, taking (2) and (3) into account, we derive the expression for
the probability that the threshold voltage will be exceeded simultan-
eously in PUl and PU2 of the ODKI:

, cc, { CCU+C+C) _i]} %
P oV CI+CCFC T a+cic+¢

X” exp[__ C2 (14 C) A+ 2KC, (C; — C,— cg+c10)z1]x

2(Ci+cCici+C))
2 C,C,2,2,— 2KC, (C,— C, — Ci + CiC) 2,—C3(1 +Ch2 ] '
xe"p[ | 2C+CIG+Ch E 6
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zg = Upor/0j 1is the normalized threshold value and K = K1/Kp.

The false alarm probability Ppy and the detection probability Png are
defined by the expression:

2

é;_ {anrllpa C,=az/q;; Cz; d;/o,; . ' )]
np = en :
Poo mp Cy=0,/0; V T+ % Cy=03/a; VT F ¥, (8

where y = o%clo2 is the ratio of the signal power to the interference
power at the bandpass filter output.

- By using expressions (6) and (7), one can select the value of Zg for

which the specified false alarm probability is assurred. Shown in Figure

2 are the detection characteristics computed from formulas (6) and (8)
for various kinds of interference field anisotropy and AfT = 104, where
the value of dy was established for the worst case nature of the aniso-
tropy (C; = C2 = 0.95), so that the maximum false alarm probability did
not exceed 10-4,

A In the comparison of an ODKI and ODKS,
" 17 the change in the coefficients which
Q95711 1105 define the nature of the interference
Yo 2 field anisotropy fr- *° . - ijacer*
/.7 directions of the antenna system direc-
47 105 tional pattern was taken in a range of
7 ’ 0.95 to 1.05. In the worst case as
a a4 J regards the false alarm flow for the
nature of the anisotropy (C1 = C2 =
- Figure 2. = 0.95, the values of the transmission
factor :of the voltage divider Kgq (for
the ODKS) and the normalized threshold
zg (for the ODKI) were determined, for which a specified value of Pf.3.0
[false alarm probability] is assurred. Then, the threshold ratios
¥0.9, and the corresponding {detection] probabilities Png = 0.9 (Table 1)
and the values of the false alarm probability (Table 2) were determined
- for each detector using formulas [1] (for the ODKS) u.r (6)-(8) for the
ODKI for various kinds of interference field anisotropy. For the ODKI,
the values of z( and the threshold ratios yg, g were determined on a
computer using numerical integration and searching for t“e extremum of
a one-dimensional quality function using the method of the golden mean
[3]. The indicated calculations were performed for various values of
AfT and Pprg (Tables 1 and 2).

1%
. 1G=2%

Then, similar calculations were also performed for both detectors where
the initial setting of the threshold z( (the coefficient Kd) was made '
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assuming that the interference field was isotropic (C; = C = 1). The
results of these calculations are shown in Tables 1 and 2.

TABLE 1  THRESHOLD RATIOS v g

Toporoswe oTxowesns Yy g e

E (2)
C;p;')ﬂ'y- (3) : Xapax'rep 3HH30TPONHH MOJIA TIOMEXH .
P.ro| AT | PaOORA- | €,—0,95 | C,=0,95 |C,=1| ;=095 | G;=I C,=1,05
@l PYKETEAR | Cy=0,95 | Cy=1 |[Cy=1| C,=1.05] Cy=1,05 | Cy=1,05
(4) Ycranoexa nopora npH G, =Cy=1
0 OHOKC 0,095 0,15 0.21 0,21 0,27 0,34
- OIIKH 1,08 1,23 1,31 1,42 1,46 - 1,54
10 10 OHKC - —_ 0,064 0,064 0,12 0,17
ONKH 0.21 0.31 0,34 0,45 0,46 0,47
j0 OHKC 0,13 0,19 0,26 0,26 0,32 0,38
. OKH 1,41 1,57 1,67 1,8 1,84 1,95
10 18 9OOKC - — 0,08 0,08 0,13 0,18
OIKH 0,28 0,39 0,42 0,53 0,54 0,56
- - L veranoixa nopora npu C, =C, =0,95
1 3
o0 OHKC 0,21 0,28 0,34 0,34 0,42 0,48
4 OLKH 1,29 1,44 1,3 1,66 1,70 1,80
107, OHKC 0,06 0,12 0,18 0,18 0,24 0,30
OIKH 0,33 0,45 0,47 0,60 0,62 0,63
e OOKC 0,25 0,32 0,39 0,39 0,46 0,53
e OIKH 1,64 1,80 1,92 2,02 2,10 2,22
107 | OOKC - 0,08 0,13 013 0,19 0,25 0,31
OIKH 0,41 0,52 0,5 0,66 0,69 0,71
ODKXL

Key: 1. False alarm probability;

2. The detector structure;

3. The nature of the interference field anisotropy;
4. The setting of the threshold whem C] = Cp = 1;

5. The setting of the threshold when Cj = C2 = 0.95.

A comparison of the threshold ratios for both detectors (Table 1) shows
the substantial advantage of the ODKS for both methods of setting the
threshold (assuming C; = C2 = 1 and C3 = C2 = 0.95) and any nature of
the interference field anisotropy. In this case, the advantage of the
ODKS in the threshold ratios is manifest more when the initial setting
of the threshold is made assuming that the interference field is
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isotropic and increases with a reduction in the product AfT and the
probability PptQ.

TABLE 2 THE FALSE ALARM PROBABILITIES
Crpykrypa (3Y- Xapaktep annsotponus noas NOMEXH
Paro AT | o6napyxu- | Cy=0,95 C=1 | €;=0.95 C‘=l'8§
(1) (2) renn Cy=0,95 G=1" | C;=1,08 | Ca=l

&) Ycranoerka mopora npi Cp=Ce=1 ,
) s | omkc L& 10— w0 1A

' OLKH 1.1072 0 7,2.107%  7.8.107

—4 1 = ]0—4 —_—
10 100 OIKC 10 . s

— —8
QDK OAKH 2,4.1072 10 4,7.10°%  3,5.10

ODKS OLKC  2,7.10~2 108 10-8 <101
10 ' —7.2
ONKH 2,2.10~% 106 6.5.10~7  3,3.10~8
1076 —6 106 —_
104 OnKC 1 10
12,68
OLOKH 1,4-1073 10—¢ 3,1.10~%  4,6.10~"
(l) Crpykrypa (3)  Xapaxrep aHH3OTPOMHH n—onﬂ-noﬁexu
Paro AJT | oSuapyxu- | (=095 G=1 | ¢=095"| C=108
(2)T" C:=0,95 C=1 C=105 | Cy=1,05
(5)Ycranosxa nopora npk C;=0,=0,95
10° OIIKC 10 10"  6.107" —
—9,04
4 OLKH 107 611078 41105 281077
10 10¢ OOKC 10— - = =
B ~12,2 —12,2 —20,4
' OIKH 10— 1,7.107% 441071 1,8.1071
—7.53 —7,33 9,5
s OZKA 108 96-107%  1,7.10°%  4,8-107°
10 10¢ OnKC 10-8 - _. _
: —13,1 . —13,1 21,3
OOKH 10~6 9.10~! 410712 231077

Key: 1. False alarm probability;
- 2. The detector structure;
3. The nature of the interference field anisotropy;
4, The setting of the threshold when C1 = C2 = 1;
5. The setting of bhe threshold when C1 = C2 = 0.95.
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[TABLE 2, continued: Note to Table 2: Indicated in the upper row are the
false alarm probabilities and in the lower row, the value of the argument
of the probability integral.]

A comparison of the threshold ratios for differing natures of the inter-
ference field anisotropy (Table 1) shows that the ODKI is less critical
than the ODKS to a change in the nature of the anisotropy.

A comparison of the false alarm probabilities of both detectors (Table 2)
shows the substantial advantage of the ODKS, which is more manifest when
the threshold is set for €1 = C2 = 0.95. At the same time, the ODKI is
distinguished by lesser criticality to a change in the nature of the
interference field anisotropy as well as with respect to the threshold
ratios. -

The calculations which were performed demonstrate the preferability of
setting the thresholds for the worst case with respect to the false
alarm flow for the nature of the interference field anisotropy.
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UDC 621.396.96
THE SEQUENTIAL DETECTION OF AN INCOHERENT SIGNAL

Kiev IVUZ RADIOELEKTRONIKA in Russian Vol 23, No 8, ‘Aug 80 pp 61-64
manuscript received 14 May 79;after revision 1 Aug 19

[Paper by A.M. Shloma and G.B. Gol'fel'd]

[Text] Sequential algorithms are derived for the
detection of an incoherent signal against a back-
ground of Markov interference.

We shall consider the problem of the sequential de..ctivu .

incoherent signal against a background of nonsteady-state gaussian
interference. The relevant algorithms were derived in [1) for the

case of independent interference, based on invariant and asymptotically
invariant statistics. The results of [1] are generalized in this paper
for the case of Markov interference.

The detection problem posed above is statically formulated in the
following manner. There is a matrix set of n p-dimensional observa-
tions {x44:1 =1,n; j = 1,p}. The sample is ‘ependent with respect to
the rows (i) and independent with respect to che columns (j). The
elements of the sample are gaussian, Xjij v N(uij; oij). The sample is
steady-state with respect to the rows (“ij = Uyqs o%; == 0%) and is non-
steady-state with respect to the columns. Required”is the organization
of 3 sequential unbiased Wald procedure to check the hypothesis hg:
ho:u = (41, +.-» Hp) = O (interference) as opposed to the alternative
Hy: uw # 0 (signal and interference).

The major difficulty in solving this problem is the genmeration of the
logarithm of the likelihood ratio, since the requirement of an unbiased
procedure does not allow for direct use of the well known results for
the detection of signals against a background of Markov interference
[2]. The possibility of using functional models similar to an
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autoregression model in the synthesis of unbiased procedures is
studied in this paper.

1, Interfering parameters are absent, Let the relationship between
the elements of the sample xij (J = 1,p) be a Markov simply connected
function. Then, since the elements xij and xi j+]1 are dependent,

Xij and Xj,j+2 are conditionally jndependent,one can obtain two samples
from the original matrix sample {x;4}, which consist of the conditionally

independent elements: {x{,28-1:i= ,n;2=l,p72} and {xi,zz:i=l,n;

[

_ 1=1,p/2}, and p is even for the sake of deteminancy. -

- However, the matrices {x; 77-1} and {xj,627} are interdependent. Since
the alternative is two-sided, then to construct an unbiased procedure
to check the hypotheses, it is expedient to change over from the samples
dbtained to samples of the following form:

. - _ C 1
_ © ii=Tn), {Z}:i=Tn), W
) where ~

Ji =plap/ ), 2} = p|='12/(20),
- _ o2 - P2 .
1 =@/0) x i A'=(2/0) Py
: =] 1=
- We shall change over from samples (1) to the sample:
- (2)

(i, Zi:i=Tn}. .

Since the pairs (JZ, 232..) are independent with respect to i, then the

- logarithm of the likelihood ratio for (2) has the form: .

Ao S0V (3, ZE | H)/W (33, 28 | H).

i=l

In accordance with the rule for the multiplication of probability
densities, thg likelihood function is factored as follows: W(J%, Z?L) =
=whwei|ih.

Consequently, A= Z[m W(J?_IE,)_ In W(Z?I.If;ﬂa) .
L AHEA) W (Zi|Ji, H,)
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We shall adopt the following model of the function for (2):

(3

Z=ptli+ef, i=Tn,

where e% = plei|2/(20:2.L), e; is a sequence of independent random

quantities; in the rase of the hypothesis Hp: e4™N(0; 20%/p), and

in the case of th sothesis Hy: 51"‘1‘](111; 26%/1}), and consequently, -
in the case of Hp: ci"\:xz(Z), and in the case of H,: ezi'\:xz(Z; 6%),

where the noncentrality parameter is 6% = pu%(Zc%}; pi is the cor-

relation factor between the elements xj; and X4, +%. It is interesting __
to note that the use of the model: Z% -78% = 0% 2-]1 - 6%) +ef, e3w2(2),i=L,n,

similar to a first order autoregression equation with an unknown mean
(3], does not yield anything in the case, since when it is used, the
logarithm of the likelihood ratio degenerates when Gzi << 1.

In contrast to the traditional approach, no centering of the observa-

tions is accomplished in model (3), but it is assumed instead of this

that in the case of the hypothesis Hy, the "observations error"

e% contains a regular component. Since J? is generated on the basis
- of conditionallg independent elements, then in line with [4], in the

case of HO:J%\IX (2), and in the case of Hj: J%\:xz(Z; 6%). By deriving

the corresponding conditional distributions from (3) for Z%, when

6% << 1, one can write the following expression for the logarithm of

the l1ikelihood ratio:

I Er,a% ((—p) 2 +2 1~ 25?.

=l (==l

(4)

2. Imterfering parameters are present. In this case, one can make use
of T? statistics, which differ in the invariant properties [47. Im
arguing similar to section 1, one can change over from the initial
sample {xy;} to the sample ((J2", (Z})":i=1,n}, where (Ji)T =

piﬂl’/[?(& )‘], @)= PIEWV[?(S?)"]. Here:

p/2 P
SH'=3 2 G~ =2, S =S 20— /2.

t=l 1=1

are tne sample dispersions.
We shall take the following as the model of the function:

@) = + el (5)

38
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5

FOR OFFICIAL USE ONLY

Here, for the case of Hy: Ho;(gf)T.N}?(z p/2—2), and in the case of

Hp: Hy: () O F(2p/2—287), 7= [ 5“ (X1 — %3) (¥ — },)]/s? (p—1) 1is the

i=t.

sarﬁple correlation coefficient (we will note that in the steady-state
case, one can use the paired sample correlation coefficient for the
random quantities J% and Z% are the measure for the correlation of these
random quantities, which, as follows from the formulation of the problenm,
is non-negative), S% = & - is the sample dispersion;

1 Z(XU —x)*/(p—1) P ’

p =1

X, = X = Zx,,/p is the sample mean.

1
=

It can be demonstrated that for large values of p: szO,S[(Sf)’+(S?)"].

In subsequently reasoning completely on analogy with section 1, and
considering the fact that the corresponding x4 distributions are re-
placed by the probability densities from the family of F distribu-
tions, when 6% << 1, one can derive the following expression for the
logarithm of the likelihood ratio:

g PF-har+@ri-Ye. @
=1

{=}

Since the sample estimates used are valid in the case of the hypothesis
Hy [3], then (4) and (6) are asymptotically equivalent for hypothesis
Ho. In practice, one usually sets 6% = 66, i = 1,n, and therefore, the
actual sequential analysis procedure itself can be written in the fol-
lowing form:

406/8 +r) s hy 2 31 —r2) )+ @)) = 4(a/8 + ),

=1

where a and b are Wald thresholds [5].

3. A doubly conmected Markov model of the function. The approach treated
above can also be used iu this case. Here, the element x{ s44 is condi-
tionally independent of the elements xiy and xj,j+1 (i =T,p), and for
this reason, a transition can be made from the original sample {xj;:i =
= 1,n; j= 1,p} to three samples which are independent of each other and
consist of the conditionally independent elements: {xi’31_2:i = 1,n;

l=1,p/3}, (x5 i=1,n; 1=T1,p/3}, {x:.31:i=m; 1=1,p/3}, and for

the sake of determinacy, p is a multiple of three. If the interfering
parameters are not present, thén one can change over from these samples
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@)
(3,28, R:i=1n

B2 = p|%P/@Be?), Z} =pIx B/(3c}), Ri=p|%"/(307), -

o3

p, pl3 -
- 3 _ si‘ - 3 5 :
x§= "’7 E:"t.:u-z- ¥=7 lxl.al—l' xx‘u =7,' Xrar
=)

Il

where

Since the model of the dependence is doubly connected, the logarithm of
the likelihood ratio for (7) can be written thus:

N[ W@RH) |, WEILRLH) . WERIAZH
Ap= In : 1 L 1 d . (8)
Z[ TR T r R T T

For simplicity, we shall assume that the model of the function is
expressed by the following relationships:

Zi=pi i+ ¢

Rr=pl 402 4o |
' (9)

Here, e = p|& [*/(3}), %} = p|%[*/(30}), , where

g4 and k3 (1 = 1,n) are sequences of independent random quantities.

For Hp: €4 and kj have the distribution N(0; 30§/p), and for Hj:ej and

ki have the distribution N (ui; 3c§/p). Consequently, the case of

Hgp: e% and K% have a x2(2) dustribution, and in the case of Hj: they

have a x2(2; 6%) distribution, where the noncentrality parameter is

5% = pu%/(3c%); p; is the correlation coefficient between the adjacent
elements of the original sample {xjj}, located in one row (for simplicity,
we assume that pjj = ps). ’

By using (9) and reasoning on anaiogy with section 1, it is easy to
find that (8) assumes the following form when 6% << 1:

xﬂQ%Ea?w—p?—p:)ﬁﬂl—pf)zf+R?1~%

[ fa=]

5.

If interfering parameters are present (o% and p; are unknown), then
by employing T2 gtatistics in a manner similar to section two, one
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can obtain the corresponding sequential procedure for testing the
hypotheses.

It should be noted in conclusion that in accordance with [5], the
sequential procedures derived above for the selected models of the
function are optimal, or in the presence of interfering parameters,
asymptotically optimal for the hypothesis Hy (i.e., assuming that only
interference acts at the input to the receiver, and this is most import-
ant case of sequential detection in practice) in the sense of a minimum
of the average analysis time. Moreover, the derived procedures are
invariant, i.e., the probabilistic distributions of the corresponding
statistics in the case of the hypothesis Hy do not depend on the unknown
interference power, and consequently, the detection is accomplished
with a stable false alarm probability. The unbiased nature of the
derived proceduresmakes it possible to accomplish incoherent detection
of signals with a random phase.
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[Text] The design principles for symmetrical

and asymmetrical quadrature filters (KF) are

analyzed for the realization of panoramic comb
filters. Based on the analysis, the properties :
are described and formulas are given for t* '
transfer functions, the nonlinear distortion :
factor, the 0 and the dynamic range of
quadrature filters for various filter configur-
ations in forward transmission channels. It is
shown that the circuit of a symmetrical quadra-
ture filter with high pass filters is the most
suitable for integrated circuit design. ' The
possibility of obtaining high Q tunable quadra-
ture filters with a resonant frequency instabil-
ity as a function of temperature of 10-6 1/°C

is indicated.

Panoramic comb filters are widely used in a number of radio electronic
equipment components [1]. The demands of a high quality factor (Q =

= 103 - 106) and a low resonmant frequency instability (down to 10-6 1/°C),
which can assume values in a range of from tens of hertz up to hundreds
of megahertz, are placed on their selective elements.

Quasilinear quadrature filters (KF) best satisfy the indicated require-
ments [2]. They have a high Q, permit tuning of the resonant frequency _
in a wide range and in conjunction with crystal oscillators are frequeacy !
dividers, can assure a resonant frequency instability of 10-6 1/°C and
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less, including in the range of hundreds and tens of hertz, something
which cannot be achieved by other means. Quadrature filters containing
up to 100 active and passive components can be fabricated in an inte-
grated circuit design. However, they have not found wide application
up to the present time, since as a result of the poor quality of the
analog signal multipliers, the major element of quadrature filters, the
reference frequency signal voltage (tens of millivolts) has leaked
through to the filter output. New designs of integrated circuit‘'analog
multipliers make it possible to reduce the reference frequency signal
penetration to the output down to tenths of a millivolt [3]. For this
reason, it is of considerable interest to select that quadrature filter
circuit which most completely meets the requirements for panoramic comb
filters and is the simplest to realize in an integrated circuit design.

This paper is devoted to the analysis of the structural configurations
of quadrature filters, a theoretical study of them and an experimental

- investigation of a circuit proposed as an optimum one for integrated
circuit realization.

At the present time, two variants of quadrature filter circuit configura-
tions are known, which in accordance with the configuration, in the
following we shall term either asymmetrical [2, 4, 5] (Figure 1, the
switch in position a) or symmetrical [6] (Figure 1, the switch in
position b) quadrature filters. Quadrature filter circuits contain

two channels each, in each of which there are two analog signal multi-
pliers, which are separated by filter elements (F). Low pass (FNCh)

or high pass (FVCh) filters, as well as a combination of them can be
used as the latter. The sinusoidal veltages, Upy and Ugyq', fed from the
reference frequency generator T,;, are phase shifted relative to each
other by one-quarter of a period. The frequency f( of this generator

is determined by the resonant frequency of the quadrature filter. The
presence of two channels is needed to suppress spurious frequencies at
the output which are generated by the multipliers. By presupposing that
the analog multipliers are ideal, one can assume that in the case of a
90° phase shift of the quadrature components of the reference voltage
and completely identical functionally similar components of both quadra-
ture frequency channels, the output signal spectrum is not enriched

with the frequencies of spurious harmonics.

The operational principle of a quadrature filter with a low pass filter
in the channels consists in shifting the spectrum of the input signal
to a low frequency range, then filtering and subsequently restoring
the spectrum at the output. The working frequencies for this type of
quadrature filter are the difference (f - f3) components of the combina-
tion frequencies in each of the channels. The apperance of the signal
at the output of the circuit is possible only when the frequencies f
are close to the reference frequency, and other conditions, the differ-
ence components of the combination frequencies are suppressed by the

- channel low passfilters.
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Figure 1.

Key: 1. Reference signal generator.

Figure 2. Figure 3.

The operation:1l principle of a symmetrical quadrature filter anu a high
pass filter is based on the utilization of both the difference (f - £0)
and the sum (f + fo) components of the combination frequencies. The
appearance of a signal at the circuit output is assured just as in the
preceding cases for asymmetrical and symmetrical quadrature filters

with a low pass filter in the channels only at signal frequencies f -
which are close to the reference frequency f0. The reason for this is

the fact that the channel high pass filters suppress the difference
components of the combination frequencies (f - f£0). At signal frequencies
considerably different from the reference frequency, both components (the
difference and the sum) get through to the output multipliers unimpeded
and by virtue of the jdentical nature of the symmetrical quadrature

filter channels, they are suppressed at the output.

The operation of a symmetrical quadrature filter circuit with a high

pass filter is more clearly represented by anmlyzing iz circuit equi-
valent to it which is shown in Figure 2. One can explain its operational
principle by treating its components independently of the two circuits.
One of them is the dual channel symmetrical circuit with direct coupling
in the channel, having a zero transmission factor throughout the entire
frequency range. The other is the symmetrical quadrature filter circuit
with low pass filters in the channels which was treated earlier. Since
the signals at the output are subtracted, the transmission function as

i
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Asymmetrical quadrature filter (AKF);

. The output voltages in operator form;
. The quadrature filter transfer functions in operator

form;
The quadrature filter transfer functions when first
order low pass filters are used in the channels;

. The quadrature filter output voltage;
. The nonlinear distortion factor of a quadrature

filter with a low pass filter;

. The quadrature filter transfer function when low

pass and high pass filters are connected in series
in the channels;

Symmetrical quadrature filter (SKF);

The following symbols were used: h] and hy are the
transfer functions of the filters in the first and

se
h1
hy

T
of

Hy

cond quadrature filter channels, where:
(-) = bi(p-jwo); h2(~) = h2(p-juo);
) = ha(pHiwg;

hi(+) = hy(ptjwg);

(t¢gy [Th.p.£.]s Tony [T1.p.£.]) are the time constants
the filters;

(jw) ¢(w) are the transfer and phase functions of the

series connected low pass and high pass filters.
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a whole will be determined by the symmetrical filter configuration with
low pass filters and will differ from its transmission function only in
the sign. The presence of a definite scatter in the parameters of the
functionally similar components in the channels though leads to a reduc-
tion in the effectiveness of signal suppression outside the transmittance
band.

In accordance with the symbols adopted in Figure 1, the following can be
written for the asymmetrical quadrature filter circuit (AKF) :

1 .
Su(t)= '§‘Sli exp (joomt);

m=%1

&)
1
Su)=-3Su Y, explim(ct + o)l

m=+1

where i = 1, 2, and for the symmetrical quadrature filter circuit (SKF) :

Sul)= Su Y e (jwom)

s (2)

g S =g S Y, explim@ct + 90,
m=%1

where i = 1, 23 n = 3 - i; S31(t) and S23(t) are the transmission factors
of the input multipliers while S12(t) and Sp(t) are the transmission
factors of the output multipliers; ¢o of the (quadrature) components of
the reference voltage; wg is the circular frequency of the reference
voltage.

The analysis was made assuming the analog multipliers are identical,
however, taking into account the scatter in the parameters of the
functionally similar components of the different ch-unels.

The basic results of the analysis of quadrature filter circuits obtained
in this paper are summarized in Table 1.

Here, Yy = $21592/511512 is a coefficient which characterizes the non-
- identical nature of the multipliers (when the multipliers are completely
identical, y = 1); n = h2/h1 ig a coefficient which characterizes the
nonidentical nature of the channel filters F1 and F2, which have an
absolute value of the transition function in the passband of hj and h.
As can be seen from expressions (3) and (4) for Uoyt(p), which were
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derived in operator form for the arbitrary transmission functions hj(p)
and hy(p) of the channel filters Fl and F2, present at the output of

both types of quadrature filters, besides the voltage which matches the
frequency of the input signal, are the voltages of the combination signal
frequencies w and the frequency 2wy. We will note that the relative
changes in the amplitude of the quadrature components Up(1) and Ug(2) of
the reference voltage do not have any influence on the amplitude of the
voltages distorting the spectrum of the symmetrical quadrature filter,
because of the constancy of y, incorporated in expression (4).

The transfer functions of the asymmetrical quadrature filter (5) and the
s-mmetrical quadrature filter (6) were found from (3) and (4) for the
condition that y = 1, hy(p) = hy(p) = h(p) and ¢ = /2. Just as in

[5], assuming the use of extremely simple first order low pass filters
(SNCh) with a time constant of t$ in the quadrature filter channels, we
obtain expresssions (7) and (8) based on (5) and (6). Hodographs of the
transfer functions plotted on the basis of (7) and (8) are shown in
Figure 3 (curves 1 and 2 respectively). The quality factor Q of both
types of quadrature filters with low pass filters in the channel is
defined by the ratio of the reference frequency fg to twice the passband
of the chamnel low pass filters, i.e., Q = £0/20f],p.f.. Quadrature
filters, being quasilinear devices, introduce nonlinear distortions which
occur because of the nonidentical nature of the functionally similar
elements in the various channels and the deviations of the phase shift
from the 90° value. These distortions of the output signal introduced

by asymmetrical and symmetrical quadrature filters with low pass filters
in the channel are characterized sufficiently clearly by expression (9).
The coefficients A and B, incorporated in (9), take on different
values depending on the type of quadrature filter of (10) and (11). Here:

i
By =h 1+ (@ —w)2dy] *

’

1
hymy=hy (1 + iv — w213y 2,
A, () =arc {g (0 — ) “Tor — arc tg (@ — wy) Ty, a2

As follows from (9), when B # O, which corresponds to a definite scatter
in the parameters of the quadrature filter components or the existence

of an error in the phase shift ¢y ~ (g # 90°) (for asymmetrical quadrature
filters), 'distortions occur which are manifest in the form of amplitude
modulation at the difference frequency w - wg. The effectiveness of
signal suppression at the output of a quadrature filter outside the
transmittance band, as follows from (7), (8) and (9), is determined by

the time constant T4 of the channel low pass filters and practically
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does not depend either on the scatter in the parameters of the components
of on ¢g. Expressions (13) and (14) for the nonlinear distortion factors,
Kuu, were derived from (9), (10) and (11) assuming that the first harmonic
coefficient is equal to (1/2)S12S12h1 [sic], the second harmonic coeffic-
ient is equal to B, while the third, fourth, etc. harmonic coefficients

are equal to zero. It follows from (13) and. (14) that Kyy [Kn1d] for both
kinds of quadrature filters and low pass filters depends on the nonident-
jcal nature of the functionally similar elements in the channels (includ~
ing the presence of the phase shift A1), while for symmetrical quadrature
filters with low pass filters, K jq does not depend on ¢g and Up(1) /Uo(2) >
i.e., for a symmetrical quadrature filter, the coefficient does not depend

on Ug(1) /Uo(z) .

We shall now consider the factors limiting the dynamic range of quadrature
filters.

In actual quadrature filter circuits using low pass filters, because of
the thermal drift of the preceding stages, during the operation of the
output multipliers it is possible for a noise voltage at a frequency of
wp with an amplitude of Uy noise(w = wg) to appear at the output. On
the other hand, as follows from expression (9), derived assuming that the
multipliers are ideal, when a noise signal at a frequency of w = 3wy 1is
present at the quadrature filter input, a voltage at a frequency close to
wp having an amplitude of Up neise (w = wg) will appear at the output.

Taking these specific features into account, we shall define the dynamic
range of a quadrature filter by the following expression:

. t . -
D= m gu‘: un;ncm‘q DAPD&D. (15)

Unvon+ Upy o Dyp + D, :

Here, Up out max 1S the maximum output signal amplitude of the quadrature
filter; Ddr = Up out max/Unm noise is the dynamic range limited by the
drift D3y, = Um out max/Up noise is the dynamic range limited by the
presence of a noise signal at a frequency of w = 3uwp.

For both types of quadrature filters with low pass filters, we have:

D3yy = 4Q/Kp,1.4. = Dsa, = 4Q/Kim, (16)

where Kp.1.d. is determined by (13) or (14) depending on the type of
quadrature filter.
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With a scatter of 10%Z in the parameters, we find the following based on
(13), (14) and (16): Ky.1.d4. = 20% and D3w0 = 20Q.

Galvanic coupling between the components in the channels is chracteristic
of quadrature filter circuits with low pass filters, and this, as was
shown in [4], leads to a substantial reduction in Ddr, and consequently,
in D in the working range of temperatures. Quadrature filter circuits
with series comnected low pass and high pass filters in the channels are
devoid of this drawback. Their transfer functions (17) and (18) (differ-
ing only in the 90° phase shift) were derived using (5) and (6) with the
condition that wgty >> 1, TLPF >> Ty and wg > (1/3)wg. The amplitude~
frequency (ACh) and phase-frequency response curves plotted using (17)
are shown in Figure 4.

As can be seen from a comparison of Figures 3 (curves 1 and 2) and
Figure 4, a characteristic feature of quadrature filters with series
connected low pass and high pass filters in the channels is a region of
maximum signal suppression at a quasiresonant frequency (wg), something
which 1s not permissible for applications in panoramic filters.

This deficiency can be eliminated in the circuits of a symmetrical
quadrature filter with high pass filters in the channels [6]. 1In fact,
by substituting the expression h(p) = pte(l+pte)=l in (6), we prove the

- equivalency (within the precision of a 180° phase shift, see hodograph

- 3 in Figure 3) of the amplitude-frequency response of a symmetrical
quadrature filter with high pass filters and a symmetrical quadrature
with low pass filters. The conditions necessary to assure maximally
high values of D4g, are also met at the same time, since the high pass

- filter capacitors perform the functions of galvanically decoupling the
stages.

Figure 4. Figure 5.

- As far as D3 and K, 1 g, are concerned, taking into account the. scatter
in the paramegers of the circuit components for symmetrical quadrature
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filters with high pass filters in the channel, we have:

Dio,=2sin@y (1l -y, (19)
Kuy = 2sin"'9, V3 (1 + v1®)—2yn (2 + cos ,@0)- (20)
\/ALd6 4B As can be seen from a comparison of (19)

and (16), the dynamic range of a symmetrical
quadrature filter with high pass filters,

in contrast to a quadrature filter with low
pass filters, does not depend on the quality
factor Q and can be made sufficiently
high only in the case of a small disparity
between the functionally similar elements

in the various channels (vn + 1).

Figure 6.

It must be noted in particular that the
signal suppression outside the tramsmittance
band in a symmetrical quadrature filter circuit with high pass filters,
when ¢ # 90°, will be limited by the extent to which the elements in

the channels are identical. Thus, the suppression factor given the condi-
tion that Im - NO|T® >> 1 is determined by the following expression:

Koo =T (@9/T (@) = 25in ™" g [4 (1 — ) cos?, + (0 —0g) 557" X

X (1 + 1 — 2 cos ol - (1)
As follows from (21), when ¢g = 90°:
Kaox = 267" (1 + ) 72 | @ — 0| 7, (22)

i.e., suppression of the first harmonic of the input signal at the output
of a symmetrical quadrature filter with high pass f.lters, just as in

the case of a quadrature filter with low pass filters, is proportional

to the frequency offset.

Based on the analysis made here, the conclusion can be drawn that with
completely identical parameters of the functionally similar elements in

the channel, the asymmetrical quadrature filter configuration using low
pass filters distorts (enriches) the signal spectrum at the output, i.e.,
as follows from (13), when y = n =1 and A¢ = 0, the coefficients Ky, 1.4, =
= cos¢g, and as a consequence, D3y, = 4Q/cosdg.
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A characteristic feature of symmetrical quadrature filter circuits
where y = n = 1 is the absence of nonlinear distortions and limitations
of the dynamic range, regardless of the phase shift ¢y, i.e., Ky, 1.4, =
= 0, while D3w0 = o, These same properties are also extended to asym-
metrical and symmetrical quadrature filters with series connected high
and low pass filters in the channels respectively.

An extremely important fact is that when vy # 1 and n # 1, K, 7,g. does
not depend on ¢g for symmetrical quadrature filters with low pass filters
and depends only slightly on ¢g for symmetrical quadrature filters with
high pass filters, something which can be used to widen the tuning range.
Considering the minimum impact of temperature drift on the dynamic range,
the symmetrical quadrature filter circuit using high pass filters, which
provides for a passband type amplitude-frequency response without a
region of maximum signal suppression at the quasiresonant frequency, is
apparently the promising circuit for IC design as one or more micro-
circuits. The asymmetrical quadrature filter can find application as

a high Q rejection filter when a parallel combination of high and low
pass filters are used in its channels [7].

Because of the complexity of precision signal frequency measurement and
control, an experimental study was made of a symmetrical quadrature
filter using an SSB mixer, which made it possible to precisely lock
together the indicated frequencies. The mixer made it possible to cbtain
the sum or difference of the frequencies generated by the reference
voltage generator (G3-7A) and the infralow frequency generator (G3-39)
respectively. All of the experimental circuits were designed around the
KINT291 integrated transistor pairs. Multipliers similar to those
described in [3, 4], 140MAl integrated circuits and miniature K50-6
capacitors with a capacitance from 15 to 450 microfarads were used in
the symmetrical quadrature filter channels and the SSB mixer. The phase
shift of 90° was accomplished by simple differentiating RC networks,
tuned to the resonant frequency. The amplitude-frequency responses were
recorded at freqeuncies of the reference voltage from 0.2 KHz up to

2 MHz.

The amplitude-frequency response obtained for a first order symmetrical
quadrature filter with high and low pass filters for values of 19 = 0.05
sec 2nd Th,p.f. = 1.5 sec is shown in Figure 5. The signal suppression
at the frequencies of spurious resonances amounted to no less than 33 dB,
and in this case, the quality factor of the circuit at a frequency of

fo = 2 MHz reached a value of Q = 3 . 105. Curve 1 in Figure 6 shows
the amplitude-frequency response of a first order symmetrical quadrature
filter with a high pass filter. The shaded area, the lower boundary of
which corresponds to room temperature, indicates the change in the ampli-
tude-frequ2ncy response in a temperature range of -60 to +125 °C., Signal
suppression outside the transmittance band amounted to -20 dB, which is
in good agreement with the conclusions of the theoretical analysis.
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Curve 2 in Figure 6 shows the amplitude-frequency response of a two

stage symmetrical quadrature filter with high pass filters, which was
recorded at room temperature (Kgyp > 40 dB). The deviations of the phase
-shift py and the reduction in the amplitude are one of the reference
voltage components lead only to a decrease in IT(mo)l for the same level
of nonlinear distortion registered with respect to the amplitude of the
low frequency beat frequencies at the output. The dynamic range of the
quadrature filter circuits studied here amounted to no less than 60 dB,
and in a temperature range of -60 to +125 °C, |T(wg) | = 2Ugut = 1.5
volts.

We will note in conclusion that the most acceptable circuit for IC realiz-
ation is the symmetrical quadrature filter configuration with high pass
filters in the channels, in which at the price of a slight drop in the
signal suppression coefficient outside the transmittance band, one can
successfully provide for a maximum increase in the temperature stability
and the dynamic range, while preserving the bandpass type of amplitude-
frequency response.
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ANTENNA SYNTHESIS METHODS: PHASED ANTENNA ARRAYS AND CONTINUOUS-APERTURE
ANTENNAS
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pp 2-5

[Annotation and table of contents from book by Ye. G. Zelkin, V. G. Sokolov,
Sovetskoye radio, 4000 copies, 296 pages]

[Text] A study is made of the methods of determining the amplitudes and
phases of antenna excitation currents, the coordinates of the location of
its elements and other structural parameters of an antenna to insure the

- given radiation characteristics, Line, plane and curvilinear microwave
antennas are investigated. Special attention is given to antenna arrays.
Separate chapters are included on the phase synthesis and synthesis of
nonequidistant antenna arrays. Solutions are presented for problems of
optimizing antennas in the presence of various restrictions of a physical
and technical nature. Along with the classical method of solving synthe-
sis problems, some numerical methods which have been recently developed
find reflection in the book. This book is illustrated by a large number
of examples of solving various synthesis problems, Many examples in
which important practical problems are considered have independent inter-
est.

The book is designed for scientific and engineering-technical personnel
engaged in antenna development and postgraduates.

. There are 99 figures, 15 tables and 77 references.
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AUTOCOMPENSATION OF DRIFTS OF POWER GYROSTABILIZERS

Moscow AVTOKOMPENSATSIYA UKHODOV SILOVYKH GIROSTABILIZATOROV in Russian 1980 signed
to press 24 Apr 80 pp 1, 2, 108, 109

[Annotation and table of contents from book by Georgiy Ambartsulovich Dzhagarov,
Mashinostroyeniye, 780 copies, 109 pages] '

[Annotation] The book presents theoretical principles of drifts of power gyro-
stabilizers. Versions of a method of autocompensation are examined, designs of
hypothetical gyrostabilizers that realize the method of autocompensation are pre-
sented, and drifts as a consequence of deterministic perturbations are determined.
An examination is also made of the drifts of various types of biaxial and uniaxial
gyrostabilizers due to vibrations of the base relative to the unstabilized axes of
the gyrostabilizer. Examples are given of calculation of drifts of various types
of gyrostabilizers.

The book is written feor engineers who work in the field of designing and studying
gyroscopic devices and systems.
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the Proper Output Axes 19
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2.2. Angular oscillations of a platform caused by external torques relative
to the axes of the Cardan suspension of the platform 23
2.3. Angular oscillations of a platform caused by dynamic imbalance of gyro-
-scope rotors 28
2.4, Linear vibrations of a vehicle 31
2.5. Constant perturbing moments 32
2.6. Moments that increase monotonically with time relative to the output
axes of the gyroscopes 36
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- DIGITAL RADIO NAVIGATIONAL SYSTELS

Moscow TSIFROVYYE RADIONAVIGATSIONNYYE USTROYSTVA in Russian 1980
signed to press 7 Sep 79 pp 2, 285-287

[Annotation and table of contents from book by V. V. Barashenkov,

A. Ye. Lutchenko, Ye. M. Skorokhodov, V. B. Smolov, G. I. Stepashkin,

Ye. Ye. Afanas'yev, edited by V.B. Smolov, Sovetskoye radio, 6000 copies,

288 pages]

[Text] In this book a description is presented of prospective digital

- radio navigation devices and their roles in navigational complexes.

A

study is made of the standard version of on-board equipment, automated

methods of designing it, and the problems of servicing, operating and main-

- taining it. Flow charts are presented for the algorithms for processing
the radio navigation information by computer engineering means. Much
attention is given to integrated microcircuits which make it possible to
build small, economical on-board radio navigational devices with high

operating reliability which are convenient to service.

This book is designed for specialists in the development and servicing of
radio navigational devices and will bte useful to teachers and students of

the navigational departments of the higher institutions of learning.
There are 12 tables, 175 figures and 110 references.
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1.6. Principles of the digital processing of the signals
- from goniometric, goniometric-rangefinding and
differential—rangefindingéradio navigational systems
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ELECTROCHEMICAL PROCESSING IN THE TECHNOLOGY OF ELECTRONIC EQUIPMENT PRODUCTION

Moscow ELEKTROKHIMICHESKAYA OBRABOTKA V TEKHNOLOGII PROIZVODSTVA RADIOELEKTRONNOY
APPARATURY in Russian 1980 signed to press 27 Jun 80 pp 1, 2, 136, 137

[Annotation and table of contents from book by Fedor Vladimirovich Sedykin; Lev
Borisovich Dmitriyev, Viktor Vasil'yevich Lyubimov and Valentin Dmitriyevich
Strukov, No 19 of the series "Biblioteka tekhnologa radioelektronnoy apparatury"
(Library of the Electronic Equipment Technologist), Energiya, 4500 copies, 136 pp]

[Annotation] The book describes electrotechnological processing methods used in
the production of electronic equipment. An examination is made of problems of the
theory of the process, the feasibility of using electrochemical processing to make
fittings and printed-circuit boards, for deburring and marking, data are given on
the use of combined electrotechnological processes, and equipment for electro-
chemical machining is described.

For techologists and engineers in the radio and electronics industry.

Contents
Preface ' 3
Introduction 5

Chapter One. General Description of Electrotechnological Methods of Producing
Electronic Equipment
1.1 Requirements for technological processes in production of electronic

equipment 8
1.2. Survey of methods of electrotechnology 10
Electrochemical machining 11
Electroerosion machining 11
Ultrasonic processing 14
Ultrasonic cleaning 16
Ultrasonic welding 16
Light-beam machining 17
Electron-beam machining 18
Combined processing methods 19
Chapter Two. Theoretical and Physical Principles of Electrochemical Methods

of Machining Metals 22

Chapter Three. Using Electrochemical Machining to Make Fittings for Electronic
Equipment 36

6l

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5

- FOR OFFICIAL USE ONLY

3.1. General description of die sets, molds, and methods of making them 36
3.2, Electrochemical methods of making die sets and molds 39
3.3, Technology in making die sets and molds on small interelectrode gaps 46
3.4. Electrolytes 51
3.5. Tool electrodes 53
- Chapter Four. Combined Methods ¢f Machining Parts, Electrochemical Marking
and Deburring 57
4.1. Machinability and methods of machining cast magnets 59
4.2, Diamond electrochemical surface grinding 61
- . 4.3. Diamond electrochemical internal grinding 64
4.4, Tools for diamond electrochimical grinding of magnets 67
4.5. Advantages of combined proc:sses of machining magnets 69
4.6, Electrochemical marking and deburring 71
Chapter Five. Making Printed-Circuit Boards by the Method of Electrochemical
Machining 82
5.1. Particulars of electrochemical machining of printed-circuit boards 83
- 5.2. Arrangements for electrochemical machining of printed-circuit boards 88
5.3. Methods of making printed-circuit boards in custom production 91
5.4. Electrochemical methods of making printed-circuit boards in series
and mass production 96
Chapter Six. Equipment and Facilities for Electrochemical Machining of
Apparatus 104
6.1. Makeup of electrochemical facility and major requirements to be met by
- electrochemical equipment 104
6.2. Classification of equipment for electrochemical machining 107
6.3. Machine tools for making the cavities of die sets and molds 107
6.4. Machine tools for deburring 123
6.5. Equipment for diamond electrochemical grinding of magnets 126
Conclusion. Extending the Field of Application of Electrotechnological
Method 128
References 131

COPYRIGHT: Izdatel'stvo "Energiya', 1980

[49-6610]
6610
CS0: 1860

65
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5

FOR OFFICIAL USE ONLY

UDC 656.254.16:621.317.2:629.114

MOBILE COMMUNICATIONS CENTER
Moscow AVIOMATIKA [TELFMEKHANIKA I SVYAZ' in Russian No 8, 1980 pp 18-21

[Article by B. P. Rol'shchikov, chief of the communications division of
the Signal and Communications Service of Odessa Road]

[Text] The large-scales of introduction of new, more complex equipment
have required a basic change in organization of its technical servicing.

Studying the system for servicing the communication systems at the
Poletayevskaya and Kartalinskaya ranges of the Southern Urals Road and
also considering the experience in the organization of the communications
KIP [control and test points} on the Gor'kiy, Moscow and other roads, the
collectives of communications specialists of some of the stations on the
Odessa Road have gone over to an industrial base for servicing the communi-
cations media. At these stations independent communications repair shops

- (RTTs) have been created, advanced technology has been introduced, and the
equipment servicing system has been changed.

The introduction of advanced servicing methods has made it possible sharply
- to improve the productivity of labor, improve the operating quality of

communications equipment and achieve more reliable operation of the devices.
- The working conditions of the technical personnel have also been improved.

The introduction of new service technology at the Odessa, Odessa-
Sortirovochnaya, Pomoshnyanskaya, Nikolayevsk and other stations has made
it possible to exclude failures of the equipment at the communication
terminals of the train dispatchers, the station and Jine-track communica-
tions. The number of cases of damage to station equipment, power supplies
and cable communication lines has been reduced. Thus, at the Odessa-
Sortirovochnaya [Odessa Shunting] station in 1979 the number of cases of
damage was reduced by 4.3 times by comparison with 1976, and at the
Pomoshnyanskaya station, by 11 times in the same period.

The creation of the communications RTITs has permitted technical servicing
of the communications equipment to be converted to the centralized method.
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Significant remoteness of the communications facilities from the large
populated areas and absence of the required number of qualified specialists
in the line sections have led to the necessity for organizing mobile groups
in the communications RTTs. Such groups have been created at the Odessa,
the Nikolayevsk, Pomoshnyanskaya and other stations. Mobile communications
centers (PUS-LK) have been designed and built for them. The general view
of a PUS-LK appears in Fig 1.

Figure 1. General view of a PUS-IK mobile
communications center

The development of the structural design and the circuitry of the mobile
communications center was the work of a creative group of road communica-
tions specialists. It was headed by chief engineer of the Signal and
Communications Service V. M. Petrov. The group included the technical
department head of the service E. A, Moshchuk, the communications depart-
ment head of the service B. P. Rol'shchikov, senior engineer of the
communications RITs of the Odessa-Sortirovcchnaya station S. I. Kremen',
senior electrician of the communications RITs of the Bel'tskaya station
V. D. Kurbatov, senior electrician of the Odessa station K. D. Mal'tsev,
and engineers of the road laboratory of automation, telemechanics and
communications. The work was also participated in by the deputy chiefs
of the stations with respect to communications and the engineers and
senior electricians of a number of stations.

The PUS-LK mobile communications center permits insurance of the following:
substitution of unmanned repeaters on the cable trunks multiplexed with
- K-60, KV-12 and V-3-3 equipment;

Replacement of the communications office equipment of the duty officer for
the station with the organization of switch and operating communications
of a limited number of subscribers;
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Organization of five service connections on the cable trunk with respect
to nonloaded pairs with replacement of them by spare pairs. Here, pri-
marily provision is made for train dispatch communications (PDS), power
dispatch communications (EDS), electrician's communications (SEM), station
B comnunications (PS) and line-track communications (LPS) and TU-TS [radio
- relay for remote control and remote signalling];

Substitution of the office systems of PSGO fleet public address communica-
tions;

Organization of communications between the operations leader from the point
of performance of the operations with the department leader, road control
and the Ministry of Railways;

Transportation of the replaced stock of dial communications equipment and
long distance automatic telephone communications for complex replacement
of instruments and also transportation of removable equipment taken out
for preventive maintenance.

The substitution of the repeater stations operating on the trunk is being

- made by the SPUN-1-SK type repeaters available in the PUS-LK with the
addition of the DK-88 filters. The presence of remote feed plates in the
PUS-LK provides for feeding station power to adjacent unmanned repeaters
on the cable trunk. For using the SPUN-1-SK on the trunk multiplexed by
K-60 equipment and on the single-cable trunk multiplexed with KV-12 equip-
ment, the DK-88 filter is used. The substitution of the repeater stationms
of the V-3-3 equipment is being done by equipment of the same time avail-
able in the NUP [unmanned repeater station] equipment room.

For replacement of the KASS equipment, the remote PRS-65 and KPS 2/3
panels and the redesigned USVR panels are used. Theyare connected to the
PUS-LK circuitry. As a result of the presence of the multipair PTRK10x2
type cable they can be installed at a significant (up to 100 meters)
distance from the place the PUS-LK is parked. The system for organizing
the communications with the duty officer with respect to the station at
the PUS.LK base is presented in Fig 2.

The communications lines (PDS, EDS, and so on) in one direction from the
trunk cable box to a special protection circuit which is part of the
equipment room, are connected to the on-board plug of the PUS-LK by
PTRK10x2 cable and through the wiring of the PUS-LIK equipment room, to the
PTDU duplex repeater. The line in the opposite direction is connected
through another PTRK10x2 cable to the other side of the same PTDU. The
station duty officer line is connected in the wiring of the PUS-LK equip-
ment room and is fed by the PTRK10x2 cable to the PRS-65 and KPS 2/3
panels installed in the station duty officer facility. The schematic of
the organization of the PDS circuits is presented in Fig 3. The EDS,
SEM and other links are organized analogously with some alteratioms. The
- presence in the equipment room of the required number of PTDU repeaters
permlts restoration of all of the technological communications on the
trunk. 68
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Figure 2. Schematic of the organization of the DSP
[duty switchman's] communications
DSP facility 16. RKSS
Communications office 17, Switch communications
Trunk cables 18. RK
PUS-LK(P-235B) 19. Line A
Link between operators 20, Line B
UD-3 21. PMVT-0,75
PMVG-0,5 22, Operating subscriber box
KPS-2/3 23, Switch communications cable
PRS-65 box
UD-3 24, Trunk cable box
PSGO 25. RKPP
Sh... 26. 3 feeders
P1l, P4 27. PSGO cable box
USVR 28. K2 PTRK-10x2
RK DSP(RK'MR) 29. K4 PTRK-10x2
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30. K1 PTRK-10x2
31. On-board panel
32, BKP-U
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Figure 3. PDS [dispatch communications] system

Key:
1. RK line A junction panel 13. PTIV-66D
2. On-board plug 14, 2100 hertz oscillator
3. BKPU 15. Note:
4, Low-frequency circuit 16. Newly laid lines
- bay-flame 17. Resoldered wiring
5. On-board plug 18. Fron other jacks

6. RK line B crossover panel
7. SP crossover panel

8. PRS-65

9, KPS-2/3
10. RVN-250
11. Sh ... = switch
12. PTDU

Guaranteed servicing of the small automatic telephone offices with replace-
ment of the DATS-60 sets and also replacement of the telephone sets of the
operating communications and testing locally with respect to the PUS-LK
instruments of the low-active sets without removal from the work places
are carried out simultaneously (according to the annual schedule).

The replacement of the PSGO repeater for preventive maintenance is provided
by the U-50 repeater installed in the PUS-LK. Here provision is made for
connection of two switchable feeders with loudspeakers installed at the
office to the repeater. The feeders are switched by the switches installed
on the USVR panel (PSGO plate). For conversations, the station duty offi-

- cer uses the UD-3 repeater, the control of which is by the switch on the
USVR plate.
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The intermediate sets are removed and sent for testing under the station=~
ary conditions of the RTTs. Adjusted and tuned intermediate stations
transferred from the RITs to the PUS-LK are installed in their place.

The replacement of the communications equipment of the station duty officer
by the equipment installed in the PUS-LK offers the possibility of per-
forming any operations in the office communications circuits without dis-
rupting the operation of the office. The replaced UKSS-6, PTDU and other
equipment can be dismantled and replaced by other equipment or adjusted
carefully in place. Prolonged interruptions of the communications between
the station duty officer and the dispatcher or the office facilities are
excluded.

All of the devices and instruments of the PUS-LK are mounted in the
GAZ-66 truck bed. A K-66 type bed is used. It is sealed to keep dust
from getting into the equipment room when moving the truck to the work
place.

The arrangement of the equipment is shown: in front (Fig 4), on the left
side (Fig 5), on the right side (Fig 6). An overall view of the equipment
room appears in Fig 7.

o s o

- L=

e e - — g

TR U |

Figure 4. Arrangement of the equipment in the front of

the truck body:

1 —~ fan; 2 -- pharmacy; 3 -- spare parts box; 4-- SPUN-1-SK
equipment; 5 ~~ ShchPOV panel

SPUN-1SK equipment is installed in the front part of the truck body. It
is fastened to the front wall.

The PTDU type repeaters, the PTIV-66 harmonic selective signalling
receivers and also the BV-24/2,5 and VSP 220/1,1 rectifiers are mounted
on special bay-frames. The bay-frames are made of steel angles and
installed on the left and right sides.
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Figure 5. Arrangement of equipment on the left side of

the truck body:

1 -- R-5-5 measuring instrument; 2 -- UU-110 level indicator; :

3 -- LIG-60 oscillator; 4,5 -- P-303 equipment; 6, 7 —-- PTIVy; i

8-12 -~ PTDU-67 repeater; 13-15 -- BOK, BRK remote feed ‘

plates; 16 -- VSP 220/1,1 rectifier; 17 -- cable ‘
|
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Figure 6. Arrangement of equipment on the right side -of
the truck body:

1 —— NO 24 V rectifier; 2 -- seat back; 3 -- container seat;
4 -~ measuring instrument; 5, 6 —— switchboard; 7 -- PUS-LK
power unit; 8 -- ZhR-3M power unit; 9 -- talk set;

10 -- ZhR-3M radio; 11, 12 -- window -
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Figure 7. General view of the equipment room

The BKP-U type bay with variable wiring of the receptacles and plugs is
- used as the lead-in and switching equipment. The GS-300 oscillator and
SPU-300 level indicator are used as measuring instruments.

The equipment is fastened to.the floor and the sides of the body being
sure to maintain the seal of the body.

The electric power supply for the PUS-LK communications equipment is pro-
vided by a bank of storage batteries consisting of 60 amp-hour alkaline
batteries operating in the buffer mode. As the buffer rectifier in the
PUS-LK equipment room the BV-24/2,5 rectifier is installed with the
addition of an electronic voltage stabilizatién circuit to it. These
power supplies feed the PTDU-M repeaters, the PTIV-66 harmonic signalling
system receivers and also the remote devices installed at the office

duty officer. The power supply for the AC equipment comes from the I-300-U
inverter which operates from the truck engine shaft. In all of the rest
of the cases the AC feed is from the external 220 volt electrical network.
The connection of the equipment room to the AC network in this case is
made by a power cable. It must be noted that the presence of storage
batteries in the PUS-LK makes it possible also to provide electric power
for the office communications equipment at the railroad station and,
consequently, to disconnect the office storage battery and perform the
required preventive operations.
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The PUS-LK mobile communications center is subordinate to the communica-
tions RITs section chief. The operating schedule is compiled by the RITs
section leader and is approved by the road department chief. This offers
the possibility at the small railroad stations for the PUS-LK brigade to
provide the station duty officer with communications from a remote panel
and to perform the required operations. When compiling the schedule,
consideration is given to the set of operations at the office (measurement
of circuits and cables, preventive maintenance of the KASS equipment,
replacement of the DATS devices, and so on).

The annual schedule is compiled on the basis of the requirements of the
"Instructions for Technical Servicing of Wire Communications Systems"
No TsSh/3417. Beginning with the annual schedule, monthly schedules for
making calls are compiled. The makeup of the brigade for performing
operations in the current month is also taken into account here.

The field brigade for the PUS-LK includes RITs specialists in measuring
communication cables, performing preventive maintenance on the selective
communications systems, the KASS equipment and electric power supply
devices. The brigade has a total of four people. The electrician for

the electric power supply units is simultaneously the PUS-LK driver.
Practice has demonstrated that this version of combining specialties is
the most expedient. The local electrician also participates in the tuning,
adjustment and testing of the communications equipment at the office. He
makes all of the required entries in the station log.

An entry on the performed operations is also made in the PUS-LK log. The
volume and the quality of these operations are confirmed by the signature
of the local electrician or the senior section electrician.

The field brigade works on the line approximately 2 weeks out of the month.
The rest of the time the brigade checks out and adjusts the removable
modules of line equipment in the substitution stock under the stationary

- conditions of the RTTs. The same brigade checks out and performs preventive
maintenance on the PUS-LK equipment.

- The practice in operating the mobile communications center at the Odessa
station has demonstrated that its use greatly improves the technical
condition of the communications media at the small railroad stations.

As a result of planned technical servicing of the communications equipment
by the RITs field brigade in 1978-1979, no damage to the station units
was permitted.

However, not all of the stations on the road use this method of servicing
communications at the railroad station. The basic cause for slow intro-
duction of the PUS-LK is the absence of the required number of transport
vehicles (trucks with sealed bodies), shortage of products and equipment
to set them up (first of all the SPUN-1-SK repeaters, measurement equip-
ment and switching modules).
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. On introduction of the PUS-LK it is necessary to warn against certain
extremes. The directors of some of the stations at times try to load the
mobile communications center down with an extremely large number of
additional functions such as the repair and servicing of the train radio
communications devices, provision of communications in the track repair

section, servicing of the PONAB, checking out the measuring equipment, and
SO on.

This leads to great difficulties in resolving the structural makeup of

the already mixed center. The center becomes overloaded with equipment,
and it is extremely complicated to arrange it in the body. In addition,
the performance of a large number of functions will lead to an increase in
the number of people in the field brigade and the necessity for increasing
the number of seats. This gives rise to complications in providing for
the transportation of people. The application of one brigade for a large
number of different operations causes difficulties in the technological
level. It is necessary to define the work of each member of the brigade
so that all will be loaded an identical amount of the.time., Otherwise,
there will be great losses of work time.

The industrial method of servicing communications equipment has found
broad application on the railroad network. Its further improvement will
be promoted by the introduction of the mobile communications centers.

It will be expedient to create a standard mobile communications center,

x the development of which should be the responsibility of the KB TsSh
design office or any other structural design organization. The technical
drawings of the PUS-LK mobile communications center developed on the
Odessa road can be taken as the basis for these developments.

a COPYRIGHT: Izdatel'stvo "Transport', "Avtomatika, Telemekhanika i fvyaz'",
1980
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PIEZOMAGNETIC CERAMICS
Leningrad P'YEZO-MAGNITNAYA in Russian 1980 signed to press 12 Dec 79 pp 204-206

[Annotation and table of contents from book by L. N. Syrkin, Energiya, 2d edition
revised and supplemented, 3,700 copies, 208 pages]

[Text] A discussion is presented of the physical principles of the
application of piezomagnetic ceramic materials (ferrites) in electro-
acoustics, ultrasonic and other fields of engineering. The problems of
the theory of piezomagnetic oscillations in ferrites, the methods of
measuring their parameters and the results of investigating the magnetic,
mechanical and electromechanical (piezomagnetic) properties are con-
sidered. Reference material is presented. The first edition was pub-
lished in 1972. The second edition includes a section on magnetoelastic
properties of ferrites. Summary tables of parameters and so on are pre-
sented.

The book is intended for engineers and scientific workers specializing in
electroacoustics, ultrasound, measurement engineering and the physics of

magnetic materials. It can also be useful to postgraduates and students
at the institutions of higher learning.

Contents Page
Foreword 3

Chapter 1. Problems of the Theory of Magnetoelastic Polarized

Media 7
1-1. Introduction 7
1-2. System of piezomagnetic equations in the presence of

weak excitation and absence of losses 7
1-3. Electromechanical coupling coefficient 13
1-4. Dynamic piezomagnetic parameters in the presence of

large excitation inductions 19
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that arise in magnetic heads and recording media. The part played by active losses
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[Article by A. V. Ivanov, Institute of Radio Engineering and Electronics of the
USSR Academy of Sciences]

[Text] On the basis of two-scale stattering model a study was made . :
of the defocussingof the wave image connected with displacement of -
the waves, and some of the characteristics of the image brightness
modulation caused by periodic variation of the velocities of elements
of the suface layer.

Introduction

It has been demonstrated in a number of papers that it is possible to obtain very

interesting information about the ocean surface by side-looking radar (RBO) [1-

4]. Side-looking synthetic aperture radar (RSA) is prospective for use on oceano-

graphic artificial earth satellites. This radar makes it possible to obtain a o=
high-resolution image independently of the distance to the ocean surface with small

dimensions of the real aperture. The resolution restrictions of RSA when observ-

ing stationary formations on the surface of the sea were investigated in refer-

ence [5].

One of the useful characteristics of RSA is the possibility of direct observation
of quite long wind-driven waves and swells measurement of their length and propa-
gation direction. However, waves are not a stationary formation in the sense that
the statistical parameters of the surface determining the scattering of the elec-
tromagnetic waves depend not only on the spatial coordinates, but also on time.
Therefore the conclusions of reference [5], generally speaking, are inapplicable
to the process of formation of the sea wave image in RSA,

In reference [7] a description is presented of an experiment demonstrating that

the image of a wave system is defocused just as the image of a target moving with
some velocity w parallel to the heading of the RSA carrier. The value of w in
this case is close to the value of the projection of the phase velocity of the
waves on the carrier course line. Focussing is restored by introducing the corre-
sponding changes into the primary image processing system parameters, In
explaining the experiment, the author proposes that all of the values describing
the sea surface depend cylindrically on the coordinates and time: f(K0£+K0yy—wt),
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that is, they do not depend on the displacement in the direction perpendicular to
the propagation direction KO. Therefore the proposed explanation turns out to be
unconvincing.

The presented interpretation is a special case of the model presupposing plane-

parallel transport of a surface with wave phase velocity v = i?—%; (see, for

[1] 1]
example [8]). However, in this case the frequency of the back-scattered signal
must be shifted on the average by 2vr/A, where A is the wavelength of the radio-
emission, v_ is the projection of v in the direction of propagation of the radia-
tion, which® contradicts numerous experiments with respect to measuring the doppler
shift indicating that the average shift is determined by the phase velocity of the
resonance component of the swell and the drift velocity of the surface layer,
which as a rule, are much less than the phase velocity of the predominant wave
system [9-14].

Then the RSA, in contrast to incoherent RBO are sensitive not only to variation

of the local angle of inclination of the surface and the variation in intensity of
the resonance component of the swell on a large wave, but also the variation of

the phase velocity of the resonance component caused by orbital movement in the
surface layer. The possibility of additional brightness modulation of the image
comnected with the velocity gradients of the surface layer was indicated previously
i1 references [4, 6], but the common characteristics of this modulation, the de-
pendence of its parameters on the wave parameters were not presented.

In .he proposed paper a theoretical study is made of the defocussing of the imége
connected with displacement of the wave and certain peculiarities of the 'velo-.
city" brightness modulation of the image. The analysis is based on a two-scale
model of the scattering of ultrashort wave radiation by the wavy sea surface
which today agrees most completely with the experimental data.

1. Wave Image Defocussing

In accordance with the two-scale model, the field backscattered by the sea surface
can be written in the form Lo

E(ty = [ et DF,(p, 1) e2kr'® 2(p, t)dp,
3

where S is the illuminated section, p = {x, y} are the coordinates of a point on
the mean surface, k = 2m/A, ¢ = ~2kh(p, t) sin 6 is the phase shift related to a
large wave, h is the deviation of the surface level from the mean as a result of
the large wave, 0 is the mean glancing angle, FO is the coefficient describing

the intensity of the back-scattered signal as a function of the local glan’ .~g
angle, r' is the distance from the radiator to the point p of the mean plane, z is
the variation of the level as a result of the small-scale component of the wave
action (see the papers on the two-scale model in the bibliography [5, 13]).

The expression for the mean optical density with respect to a set of realizations
of the image of a given surface obtained in RSA will have the form [5]

<Pumw>~fua—mu%_mp&“ﬁ$h)x
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i X F* (p,, _YL;_E_:.) exp{2ik (X, — x3) cos B} X

ik
exp {r;xo) (Go+ b=y = o+ & =yl —a E;)]} X @

nt+E .
- )<<ZGMA%;E)Z(h'zi;i)>dﬁdhdﬁdhy

where Xy» ¥ are the coordinates of a point in the image, the y-axis is directed

along the course line of the carrier, t = yo/V, V is the velocity of the carrier,
u(x) is the range pulse characteristic of the RSA, F = Foei@, r is the distance

from the station to the point of the mean plane with the coordinates Xy Yor
. The pulse characteristic of the primary image processing filter has the form exp

ik
[;eriayi] for |y| < Vtc/2, where t  is the coherent accumulation (synthesis) time,
o .

and a is a dimensionless coefficient, For a = 1 the filter is matched to the sig-
nal from a stationary target. The integration limits with respect to El and Ez are

from‘-Vtc/Z to Vtc/2. The integration limits with respect to y; and y, are assumed

to be infinite, for usually the observation time of any point of the surface is
appreciably longer than the synthesis time, The limits are also infinite with
respect to x and x,.

2
Hereafter, we shall consider one line of the image with respect to range, setting
Xy = const. Apparently, the slow variation of the intensity of a small-scale

ripple on a large wave can be considered by writing
C2(py, t) 2(py 23)) = % (P1, £,) o0 (P2, £) R (p, — s, t— &),

vhere R is the normalized correlation function and G, varies much more slowly than
R. The mean statistical value of the intensity of tge ripple O, at some point of
the surface with the coordinates p also depends on the position of this point on
the large wave. The value of F(p, t) depends only on the large-scale wave action
by definition. Then, assuming a strictly cylindrical shape of the large-scale
wave action, it is possible to write Fob = U(Kop - wt).

Let us consider the value of the surface deviation from the mean level normalized
for Oy as a result of the small-scale component. If in the absence of a large
wave this value has the fogg zﬂ(p, t), then on a large wave it is written as

zH(p - st, t), where §=8§(Kp—owf) is a vector in the plane x, y, the components

Sy and Sy of which are equal to the projections of the orbital velocity on the

plane tangent to the large-scale wave in the directions perpendicular and parallel
to the heading, respectively. Of course, we shall consider that s(P, t) varies
much more slowly than zH(p, t). Now the normalized correlation function assunes
the form

) R=Rip—p,—s(p, b+ (e )6, 1 —t,].
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Let us substitute the indicated expression for @ 2nd R in_ (1), substituting
{yg * )V for t,. Then, in the integral (1) we set exp {fﬁ [(ge — 92)* — (yo—y2)2]}
r : -

(y)
(see [5]), we replace the variables: y! =y, - s + &), where v(y)=
i V Yo 1

~1

i
m/KOy, we compress (extend) the scale of the image with respect to y:

UL
(i)

As a result, we obtain, considering V(Y) <V,
(P (X0, Yo) > ~ 5 U (o — 1) (%o — Xa) exp[2ik (x, — %) cos 0] X

" , .
xem{%{ﬂm—ﬁh—ﬂw*w%+G—ﬂ—zwvm—@“x

14

'

: X o @) 20) R 51— 51— 5 U+ B + T2+ ), @ .
i ' , , oy s Lo s
h—4+ 56 —b) = Wt b+ S Gt b,
}r_;_i} dg,dpydi dhss
where p'={%, ¥}, Sx,yi= Ss,v{(p})-
Let us substitute the variables
Y= ¥ =2 X, — X2 = 2¢,
Y+ y=2,  atn=2%

- It is possible to postulate that R(X, N, t) decreases to zero more rapidly than T,
u and s vary as functions of the same variables, and on integration with respect
to X and n it is possible to set X = Xg? n=n, in the arguments d, u, &, where

Xg» Mg are values for which the arguments R are equal to zero. In turn, for tc <<

T, where T is the wave period, and for s t much lower than the range resolution,
it is possible to consider |4(y, 7)1 =00, 0)] and u(xo) % u(0) in the entire

integration region with respect to El and §2 . Let us also set §(xo o) =~ s(0, 0).
Then

210 = —ir‘%)r (El - Ez) ]

— .
27, = _ﬂ_(P)fv__?_-—(E, — ).
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Let us expand the phase ¢ in a series with respect to powers of Xg» Mg in the
vicinity of the point x, y limiting ourselves to the linear terms:

2k .
P+ X0 Y+ o) — (- x40, y —m,)zv(cl ~— &) sin 6 [—g:—s,—: %(s, - '00'))].

In the coordinate system used for integration which is moving with a velocity v(y)
parallel to the heading, the orbital velocity vector must lie in the plane tangent
to the surface, at each point of the surface inasmuch as the form of the surface
does not change in time; S, and sy -v are components of this vector in the

tangential plane, and, consequently, the value in brackets is equal simply to the
vertical component of the orbital velocity 8, Summing up, we obtain
%,
x4+ 20 ¥+ M) — @ (X — %y, y—no)z—‘—/—(E,—E,)s,slnB.
The integral (2) now assumes the form
P oy : ik
; (PG 0)) ~ [ @ut i —x) (o) 1 * exp {2 (yy—y —

20
Vv

— "/—s,sme) G — &) + (1 —a— )(eg— E;)]}dpdi,dﬁzd-qu,

where 2k
® = exp(4iky cos ) exp [—— (¢ + Ez)] X
. r

Se . Sy — o) | Jp—
XR|2 =S5 =t 21— 22, 5

Let us form the integration with respect to Y and n:

J‘(Ddxdn=§,,[2kcose’ rE(E‘ + ), 51‘—/52] %

X exp [mkcoseﬁvi(e,—e,)Jexp[i_k &;SL(E:_@)}:& 3)

= R(2k cos 6, 0) exp (iQo 4 ; b )exp[?ilz cos —’;‘— ¢ — Eg)} X

TR
xexp[ £ 2229 9].

Here R is the spatial spectral density of the small-scale part of the wave; the

Fourier transform R with respect to the first two variables is designated by R12'
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The second argument R is replaced by zero inasmuch as (k/ r)Vtc (the maximum value
of l&l + ,EZ\ in the integration region is Vtc) is much less than the width of R

with respect to y [5], Q=9 (2k cos 8, 0) is the natural oscillation frequency of

the resonmance component of the ripple.

Substituting (3) in (2), we finally obtain

CP(xo, y)>~ ([ dpia(p) | etz — x) X

o 2£k‘ /
x ] exp[—;—[wo-y—fA)@l—-h)+— “
-Vii2 .
1 (9)
+ E(1 —a— 2y )(sg— s;)]}de,de,,

where

Tl % _ r
A—. v [ Z chosﬂ-i-szsme]=7[_v¢c(,sg+s’(”]’

v. is the natural phase velocity of the resonance component, s, is the projection

of the orbital velocity in the direction of the station (the x-axis is directed
away from the path line, the z-axis is directed upwards) .

The presence of the value of A(p) in the exponent indiéates distortion of the
grave image connected with orbital movement (see below), and the quadratic phase
factor describes the defocussing of the image. Let us remember that the value
of a = 1 corresponds to ordinary tuning of the filter to observation of the sta-
.tionary surface; v(y) = sy = 0.

Generally speaking, inasmuch as the value of s_depends on the coordinates, it is
entirely impossible to restore the focussing ’by varying the value of a. However,
since the values of the orbital velocity are usually significantly lower than v(Y),
it is possible to state that the best focussing can be achieved near the value

o

|4 (5)

or in any case for some a in the limits

— w <a<l— ___vW)—[st_m_x .
vV v

Here, the resolution of the system becomes somewhat worse, and it depends on the
oscillation amplitude Sy' For

| Sy max £ << A Yo, (5a)
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where Ay = v . is the resolution of the RSA with respect to the stationary
(4
surface, it is possible to neglect the worsening of the resolution ([16], page 173).

In the case of plane-parallel the displacement of the observed surface in the
direction y with the velocity w, the best focussing is reached for a = 1 - 2w/V.
This result is easily obtained, for example, setting z = z(x, y - wt) in the
initial integrals. This means that the processing system characterized by the co-
efficient [5] is also focused on observation of a surface moving parallel to the
heading with a velocity w = v(¥)/2, Let us remember that v(¥) = w/ (K. cos a) is
the phase velocity of the wave formed by the section of the investigaged three—
dimensional wave by the plane x = const (Kg is the wave vector, o is the angle
_ between K and the y-axis). In reference [7], the achievement of the best focus—
sing is predicted for tuning of the processing system to the velocity w =v_ = i
cos u/Ko. In order to make a choice in favor of one of the two indicated leues
of w, additional experiments are needed.

For completely isotropic small-scale waves, the expression of [3] must be supple-
mented by a second term of the same type, but with opposite sign Qo. This means

- that on the average the wave image will be the sum of two identical images shifted
with respect to y in opposite directions with respect to the true position by

c
corresponds to values of Ay = 100 to 150 meters for A = 3-25 cm, r/V = 100 second
and © = /4. Within the framework of the given model this is the primary restric-
tion on the resolution of the RSA when observing cylindrical waves,

= £ i = = 4
A v v¢ cos 0, and the wave image disappears for 2Ac Ay/Z ﬂ/koy, which

Expression (4) relates the wave and image characteristics nonlinearly, that is,
if the waves are formed by two cylindrical systems with essentially different
values of v(y), the image of neither of them can be focused as in the absence of
the other, or, in other words, the integral (4) cannot be reprusented in the form
of the sum of two terms, in one of which time is excluded. This also pertains to
the case of observation of a stationary formation on the sea surface (a system
with v(¥) = 0) under wave conditions with which a somewhat different approach to
this problem and additional restrictions on thec resolution are related [5].

Finally, let us note that even for [G] = const and A = 0 the integral (4) depends
on x,, y, as the result of the presence in it of the function sy(p), that is, a

different position of the image focal point for different sections of the wave can
theoretically lead to brightness modulation of the image [4, 17]. However, this
modulation mechanism must not play a significant role inasmuch as the condition
(5a), as a rule, is satisfied.

Let us estimate the error contained in the approximation s(y, »Ng) ¥ s(0, 0). For
this purpose, in the arguments R let us consider the terms o? the first order of
the expansion of s with respect to Xo» no, defining the values of X2 n0 as before

with an accuracy to the zero-order terms of the same expansion. The most signifi-

cant among the additional terms obtained as a result have the form 95+ _U_
s, v, s
Yok -— &) and ng 77"% (here v(y)s v is the wave phase velocity). Théb%i¥st of
A A
_ them leads to the appearance of the factor (1-+ {% f} %;i) Y in the right-hand side
y
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of (4). This factor does not play a role even for gobservations from an aircraft

and disappears on observation from space, The second of the additional terms

gives a disappearing term also in the exponent for observations from space. The
Sz _'u_ £2

second gives a term of the type ‘:5; pi Hn ?lsel exponent. Requiring that for all
£ it be less than one, setting —é;'— ~ —-ﬁ and |S|mex & €V, we obtain the
max

condition t2 < Mcg, where g is the gravitational acceleration, ¢ % 0.2 for de-
veloped wavé action (see below) and still less for ripple. An analogous condition
figures in [5] as a result of the effect of the nonlinearity of the movement of
the reflectors and can significantly limit the resolution.

The quadratic terms in the expansion of s and the third-order terms in the expan-
sion of ¢ (it does not contain quadratic terms) impose weaker restrictions on the
synthesis term.

2. Image Brightness Modulation by Orbital Movement

Let in the integral (4) a =1 - v(y)/V, and the condition (5a) be satisfied. Then,

assuming very high resolution of the RSA with respect to both coordinates and omit-
ting the parameter Xy from (4) we obtain

P> =pr) = | 23 lvo—y— a0 dy, )

where p.(y) = Ic(y) lz. It is necessary to compare the optical density of the image
obtaineg using the RSA, that is, p(y) with the optical demnsity obtained using the
ordinary RBO, that is, with po(y). It is possible to write

0

p(yo)=_£ p(Y)8(yy—y)dy = fp(y+A)(1+ -‘ZTA)%(yo—y—A)dy. @

where y' = y + A(y).
Comparing (6) and (7), for p(y) we obtain

da \-
p(y + A) =p,(y) (1 + d_y) (8)

or, what amounts to the same thing,

p(y)dy = po ()dy, ¥ =y +B8(Y). (9)
(see also [4, 6]).
This means that in the synthesized image each point is carried over from position y
to the position y + A(y) by comparison with the image obtained on the incoherent
RBO, and equation (9) describes the variation of the linear dénsity of the points

occurring in this case.

If the values of A'(y) < -1 are encountered, then, first, p(y) is ambiguous, and,
secondly, it has negative branches. In Figure 1 (the dotced line) the form of the
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Figure 1.

. function p(y) defined from formula (8) for pg = 1 and A = T sin y is depicted as
2 ‘ an illustration. Returning to the problem of conversion of the linear plane of
the points, it is easy to see that equation (8) must in this case be satisfied:

50) =3l e 15 | (10)

where p_ are different branches of the function (8). The solid curve in the
figure corresponds to this predetermination of the function p(y).

The spectrum of the function p(y)
L

P = [ o) exp(—ixy) dy,
where 2L is the line length. If the transformation y(y'!) is unique, then, proced-
ing from y' to y, we obtain
Ly
) = J ro() exp [~ ixy — ixd(y)] dy. a1

1

By subsitution of wvariables within the limits of the uniqueness sections it is
easy to see that the expansion of (11) remains valid also fer the ambiguous func-
tion y(y') for the function p(y) defined in accordance with the expressions (8)

and (10).

Let us first postulate that Py = comst and A = AO sin Koyy (the constant component

plays a role). Obviously, in this case the function pP(y) is periodic with the
period ilﬂ/Koy and the coefficients of its expansion in a_series are

- 1’.//(Oy
Py = £°§K~°’- exp(—in Koy y — in Koy A sin Koy y) X dy = (—1)"py Jn(n o Kui), @z
19

- —x/Koy
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where J, 18 the Bessel function, n are integers from - @ to +«, The finiteness of
the resolution of the RSA with respect to ¥, including doubling of the image, will
be expressed in the restriction of the number of harmonics in this expansion. It
is possible to consider the amplitudes of the components with n such that 2 /nKgy->
100 m to be nonzero (see section 2). This means that in the majority of cases o
practical interest it is possible to limit ourselves to the consideration of two

or three first harmonics. If the first harmonic is zero, and the second harmonic
and subsequent ones do not pass with respect to resolution, then the wave image
will not be obtained, or it will have half the true spatial period if only the
second harmonic passes.

The amplitude of the reflector velocity projection in the direction of the sta}:ion
for the gross assumption of large orbital movement is equal to v0=vorb(siﬂ74 cos* b +

sin?8)'/2," yhere 0. is the angle between the direction of the wave propagation and
the path line. Assuming for developed wind waves that Vorp © % where v is the

wave phase velocity and substituting the values of AO =(x/V) v, and Ko = KO COS0,
in (12) instead of 51 = 0, we obtain y

Jy [%— cosa V'K, g (sin?a cos? 0 + sin*6) ] =0. 13)

- The value of c was determined in [5] under the assumption of the sinusoidal wave
profile by equating the value of the mean square deviation of the surface (sinusoi-
dal) from the mean level to the corresponding value obtained from the adopted ex-—
pressions for the spectral wave density. If A is the amplitude of the sinusoidal
wave obtained in this way and the orbits are circular, then ¢ = 2mA/A, where A is
the wavelength. However, the assumption of a sinusoidal nature, that is, smoothing
of the profile by comparison with the actual one, led to a low estimate of c:

A/A = 1072 was obtained., For a wave peaked to the maximum (the maximum steep wind-
less wave) a value of A/< = 7-10~2 is given [15], but is indicated that the wind-
driven waves have smaller amplitudes. Let us take a value of 3.10-2, Then,
assuming circular orbital movement as before, although this does not entirely cor-
respond to the truth [15], we obtain c = 0.2 for developed wind wave action.

Then for different o for 0 < 8 < 45° and r/V = 100 sec the values of A correspond-
ing to the first root of the equation (13) éncompass the range from 0 “to 700 me-

- ters, and the second root, from O to 200 meters. Hence, it follows that observa-
tion of premature disappearance of the wave image or doubling of its spatial fre-
quency theoretically is possible.

Now let po(y) = po[l + m sin (Koyy + ¢)]. Then instead of (13) we have the system
Rep = —h (2)+ - sineJa(@) —a(2) ] = 0.

im g, = - cos® [/o(2)+2(2)] = O,

where z = AOKOy'

For ¢ = T/2 this system becomes the equation
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: Ji(2) — -'é‘- [Jo(2) — I2(2)] =0. @

The value of the second route of equation (14) with respect to the values within
the limits from 0 to 0.8 for m varying from O to 1, respectively. In this range
of values of z for different 6 and o it is possible to obtain in practice any value
of Ay. The values of m and ¢ depend on the wave conditions and, in addition, on

9 and a. These relations are still not exactly known, and therefore it is meces-
sary to consider the possibility of the above-~described distortions of the wave
images.

We have investigated the characteristics of a sea wave image in RSA by comparison
with the images obtained using the incoherent RBO, beginning in this case with a
two-scale model of the scattering of ultrashort radio waves by the wavy surface of
the sea.

The performed investigation demonstrated that for ordinary tuning of the processing
system the image of the cylindrical wave system must be defocused just as the

image of a target moviug in the wide direction parallel to the heading of the RSA
carrier with a velocity v(¥)/2, where v(¥) is the phase velocity of the wave formed
by the section of the investigated wave system by a plane parallel to the y-axis.
For v(¥) << v the focussing can in practice be completely restored by the corre-
sponding tuning of the processing system.

The spatial variations of the velocities of the surface elements must lead to
additional modulation of the optical demnsity of the image. It is demonstrated that
for sinusoidal variation of the velocities of the surface elements and the box
scattering coefficient the first harmonic in the expansion of the density in a
series can vanish. Here the image can in general be absent if the second and sub-
sequent harmonics are not permitted, and doubling of the spatial frequency of the
wave in the image can take place if the harmonics beginning with the third harmonic
are not permitted.

It is also demonstrated in the investigated model the primary specific (by compari-
son with the case of observation of a stationary surface) restriction on the azi-
muthal resolution of the RSA when observing cylindrical waves is connected with

the possible isotropicity of the small-scale oscillations of the surface and
doubling of the image following from this.

The author thanks A. A, Kalinkevich for the many discussions of this paper.
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FREQUENCY SCANNING IN RADIOVISION
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[Article by I. Ya. Brusin, T. G. Vlasova, E, I, Gel'fer, V. A, Zverev, A. D. Krasn—
vanskiy, S. Ye. Finkel'shteyn, Gor ‘kiy State University]

[Text] A study is made of the application of aperture synthesis in

- the frequency plane in radiovision, The possibilities of implementing
the method in the passive operating mode, the achievable parameters and
the possibility of carget identification are discussed,

In variousradiovision systems (construction of the target image in the radio range
{1, 2]), the requirement of high resolution is in contradiction with the size re-
striction of the real systems shaping the image. The application of apertvre syn-
thesis by displacement of the receiving element in space as is done in radioastro-
nomy [3] and radar (RSA [synthetic aperture radar]) (4] can be a way out. A de-
ficiency of the spatial aperture synthesis is low speed determined by the time for
mechanical filling of the synthetic aperture.

It is propcsed in this article that the method of aperture synthesis on the frequency
plane be used in radio vision. The theoretical possibility of obtaining target
images by using frequency scanning was demonstrated in [5-7]. A discussion is pre-~
sented of the possibility of implementing the uethod in the millimeter radio wave

M band in the passive operating mode, achievable parameters and restrictions of the
system, the possibility of reproducing the target image or, at least, its identifi-
cation by partial information in the spectral plane.

In the active operating mode the frequency aperture synthesis can be realized by
varying the frequency of the emitting oscillator. In the passive mode when the
image is constructed by the natural emission of the target, it is necessary to
perform a spectral analysis of the correlation function of the wide-band signals
received at separated points [5, 6]. 1In view of the absence of band filters in the
millimeter band, it is proposed that the superheterodyne signal reception system be
used to isolate a narrow band with respect to the intermediate frequency from the
obtained correlation function and then perform a successive spectral analysis by
varying the heterodyne frequency.

Accordingly, a passive radiovision system with frequency scanning can be constructed.

- Let the system consist of N separate receiving antennas and be a distance z from the
observed target. Figure 1 shows the simplest case of a two-element receiving system
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with the base 2p. The field component on a frequency w at the reception points 1 and
2 can be written in the form

Ej 2 (w) = Re H pix, y, ®) exp[im ({ _ r;z)] dxdy, )

- where p(x, y, @) is the complex amplitude of the field at the targent on a frequency
w,

- roy =V 4 (x xpcosa)l + (y & psina)?,

a is the angle between the x—axis and the base of the system. In (1) and subsequent
formulas, insignificant constant factors are omitted.

The spatial method of obtaining the correlation function of two signals is measure-
ment of the mean value of the square of their sum {8, 9].

The signals received by the point antennas 1, 2, are summed, then the total signal
is heterodyned, after which the intermediate frequency amplifier defines the fre-
quency band from it

0 -2, <uco—2,

o+ <o +Q,, (2)

where Ql and Qz are the lower and upper bounds of the pass band of the intermediate
frequency amplifier.

The relative band width of the obtained high frequency filter usually is small:
Zﬂz/wr << 1, and it is tuned by varying the heterodyne frequency w, within the
limits from w = 2ﬁc/)\l to w, = 2ﬂc/k2.

Squaring and averaging the total signal after the intermediate frequency amplifier

_ are realized using a low-frequency quadratic detector. After averaging with respect

to time T >> 21/Q, >> 2m/w in the expression for the signal at the output of the
low-frequency detector section terms of the following type

el v oo . o _.mﬁi
[555§§ cpte v 01p (x,y,w»exp[‘(w—-)tf P

;o7 rl 2 ’ ’ ’
+io : ] dxdx'dydy’dw dw
c

and terms conjugate to them remain.

Since the natural emission of the target is not correlated with respect to space and
frequency, the correlation function of the complex amplitudes of the field at the
target wili be

(P(x, 9, 0) p*(x, ¥, o)) = J(x, y, ©) Hx—x)B(y—y') ${w—0). 3)

9k
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000300070024-5

FOR OFFICIAL USE ONLY

Also proposing that the intensity of the target emission does not depend on the
frequency in the heterodyne tuning range

J(x, y, w) =J(x, y),

considering (3), after integration with respect to x', y' and w' we obtain the
expression for the signal at the receiver output:

S=”j J(x, W[l-}-cos(m%)]dxdydw. @
4

Integrating (4) with respect to w within the limits defined by the inequalities (2),
we obtain

$= [0 ascut Jf six psine[E=2 ] %

TQ. ’ )
._'QT—ﬁ(r,—rQ)J cos "V—C—r-(fl—fz) }dxd!ﬁ 5)

Obviously, in the second integral the most rapidly varying is the last cofactor.
If the following condition is satisfied for all points of the target

Q,— Q, T
——(ry —r —
o (ny 2)<4.

the first two cofactors can be considered constant within the integration limits,
and the expression (5) assumes the simple form:

S = J'j J(x, y)dxdy + j‘j J{x, y)cos ( w, —rl:#) dxdy. (6)

Figure 1. Radiovision system in the passive mode,

When deriving the expression (6), the receiving antennas were assumed to be points.
- For the real antenna of diameter D this is admissible if the phase difference for
the edge points of the antenna (see Figure 1) is sufficiently small. In the Fresnel

approximation
. . D(L +p) A
rn—ri~——419 ~ 7
1~ h ; < 5
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Thus, we obtain the following restriction on ghe size of the antenna:

Az
D< ——2 -
- INET )

If we turn both antennas so that the centers of their radiation patterns coincide,
then the requirement (7) will be relaxed:

1
\2
D<"_‘2L . (8)

In the Fresnel approximation

r,——r2=-—2£—(xcosa+ysinu),

and then (6) assumes the form

Su, v)= {4 (x, g)drdy+ [ J(x y)cos (ux +vy)dxdy, i 7
where u = Qi:' cosa, v = 2 sina | ;
2

(10) -

are the spatial frequencies along the xand y axes. _

- From formula (9) it is obvious that the signal at the output of the radiometer is
defined by the values of the spatial spectrum

G, v)= ([ 1(x, yyeeivdxdy D

and can be written in the form

i S(u, v)="0(0, 0)+ReC(u, v).
(12)

The Fourier transformation of the signal obtained gives information about the target
in the form

fF stu, pemcmautom f

—cc

1 1
) I{x, y)+ Y J(—x, —y)+ G(0, 0)3(x) 3(y). 13)

It is possible to record the signal so that J(x, y) =0 for x < 0 (or y < 0). Here

lThe inequalities (7) and (8) can be obtained also from the condition of finding the l
entire target in the field of the main lobes of the radiation patterns of both
N antennas.
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th2 superposition of the different terms in (13) is excluded, and later it is
possible to limit ourselves to the investigation of omnly the spectrum G(., v) in-
stead of the full signal S(u, v).

It must be noted that although G(u, v) is a function of two variables during the
measurement, as follows from (10), it is defined along a straight line forming the
angle o with the u-axis. Thus, only the one-dimensional spectrum along the straight
line connecting the reception point is measured. With an increase in the number of
receivers in space (N > 2) we obtain the values of the spectrum along all segments
of straight lines joining the reception points.

This characteristic of the signal recording can be taken into account as the effect
of the filter, the transmission function of which H(u, v) differs from zero only
along the indicated segments., The signal at the output of this filter is written
as the product ’

H{u, v)X G(u, v).

The Fourier transformation of this product can be represented as follows:

00 . .
s(r, y)= ([ I, PIh(x—x, y—y)dx dy, s
where [ @
hix, y)=— H(u, v)aitu=+vw) dudv
o Ljo (15)

is the response of the filter to the point effect.

For analysis of the obtained image first we assume that the signal is recorded only
along a straight line coinciding with the u-axis, and the transfer function has the

form
Hia, u):[n("‘“°)+n(”~+"°)]au,
U U © (16)
where
H(U) = { 1 for IUISI ’
0 for |ul>1
U:"Z_“‘_' ao=u2+u1 '
2 2 @an
u,'2=2w = 4r P
cz )\1'22
It is obvious that
Uy A F
—_— = —>1.
U L — A (18)

For this type of filter the response to a point effect does not depend on y:
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sinUx
hix, y)=h(x)=2 Y Cos Ug X. (19)

Therefore, for example, the point target J(x, y) = 8(x - x,) &(y) is a band parallel
to the y-axis, with dependence on x described by the functgon h(x - xo).

According to (18) U < uys therefore h(x) can be represented by an envelope of the,

type sin Ux/mx with high-frequency filling cos u, Xx. The information about the
target is included in the envelope; the high-frequency filling does not have great
significance for target recognition.

It is obvious that the resolution is determined by the distance from the principal
peak to the first zero in the course of the envelope; it is equal to

R = &= zhh,
U 20.—)
A point, a segment and either of their sets ona straight line x = const form a class
of equivalent targets not distinguishable with respect to shape of the output signal
- if the signal recording in the spectral plane was made along the u-axis parallel to
- the x-axis.

Let us consider targets with sharp boundary in which

Jo=const, x, yso

X, ES .
i (x, y) 0 % 4 €o

_ where 0 is the domain of the plane (x, y) bounded by the closed curve K. 1In this

case the double integral (14) over the domain U can be reduced to the integral with
- respect to the curve K:

=Jo @ P[x—x'(1)]dlsi
_ s(x) Ogﬁ [x—x'(!)]dlsing, (20)

where ¢ is the angle between the element df and the x-axis, x'(L) is the x-axis of
the outline point considered as a function of the length % of the corresponding
section of the curve K, and

. D(x) = f/z(z)dz.
0

This function is expressed in terms of an integral sine curve, but a more obvious
representation is given by the approximnte formula which is valid for ug >> U:

2 sinUx
Px)~ = 2= ¢
(%) a g SE 1)

Expression (20) shows that the contributions of the individual parts of the curve

do not depend on each other. The segment of the curve parallel to the x-axis makes
_ no contribution to the integral. The maximum contribution is obtained from the seg-

ments parallel to the y-axis. However, this contribution begins to drop sharply

when the parallelness is disturbed. The harmful effect from the high-frequency

factor in (19) and (21) is manifested in this characteristic. The spacing between

the zeros of this factor is
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2 M
2P Az"f‘li

If the projection of the segment of the curve on the x-axis satisfies the condition

d=T - 2

= (22)
Uy Uy u,

d
A el
<5 (23)

then the function x'(%) in the integral (20) can be taken as the constant x', and -
then the contribution of this segment turns out to be proportional to its length
multiplied by the function P(x - x').

. If
Ax>d,
- (24)

then the individual parts of the investigated segment make contributions in counter-
phase, and the total results drops results,

For illustration of the conclusions obtained above regarding the possibility of re-

producing the target image when recording the gpectrum along a straight line, the

following experiment was performed. An optical system was assembled, the schematic -
diagram of which appears in Figure 2. A diaphragm was located in the (x, y) plaue.

It was illuminated by a pencil of rays converging at the point f. The implitude

distribution of the light oscillations in the hole in the diaphragm simulated the

object -~ the function J(x, y). The light source (a helium-~neon laser) and the

lenses used to shape the converging beam are not shown in the figure. In the plane

passing through the point f, the spectrum G(u, v) was formed. If a lens L was placed

- on the path of the rays, an image of the target was obtained in the X, Y plane. -

XY

s(x)

Figure 2. System for optical simulation of the recording and repro-
- duction of an image by the frequency scanning method.

However, if a filter with pass band 516) was placed in the u, v plane, also, then
light distribution proporticnal to s“(x) was obtained in the X, Y plane.

A s8lit located located along the u axis was used as the filter. 1Its width was about

4 microns. By using an additional diaphragm at the slit, the central part lu[ f_ul
and continuations ]u] 2 u, were covered, creating the expression

B _ st
U ”2—U1~ ’ B
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S)

- a) b) c) d)

Figure 3. The upper row is a photograph of the target; the middle row
is the photographs of the same targets obtained on simulation of the

- frequency scanning method with two antennas; the lower row is the re-
sult of photometric measurement of the negative images of the middle row.

Figure 3 shows photographs of targets obtained without and with a filter. On the
photographs with a filter (the middle row) the sides of the targets parallel to the
x-axis were not represented. This coincides completely with the theoretical conclu-
sions. The sides perpendicular tc the x-axis were transmitted the most intensely.
The illumination distribution in their image is proportional to P2(x). The function
(21) explains the appearance of fine structure with a period d and the course of

the envelope in the image.

In the image of the figure with the step (photograph b) the intensity is appreciably

less in the transmission of the short vertical segments than in the transmission cf
E the long one. This is connected with the fact that when representing the vertical
segments the illumination must be proportional to the square of their length.

The sloping side of the trapezoid was not represented in photograph c. The reason
was the following. Considering the photograph, it is possihle to see that the pro—
jection of the sloping side on the x-axis contains several periods of fime structure
d, that is, the inequality (24) exists and, as a consequence, there is a strong drop
in illumination which is intensified by the nonlinearity of the photographic pro-
cess. :
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In photograph d the image of the art cf a circle is attenuated significantly. Only
- the segment close to the vertical tangnet for which inequality (23) is satisfied
was actually depicted.

- If smooth variations are characteristic for the function J(x, y), then by the output
signal s(x) the corresponding target will be equivalent to the target with sharp
variation of J(x, y), but with curvilinear outline.

In conclusion let us note that when observing targets of simple shape which is a
priori known, the described setup permits determination of the overall dimensions of
the target just as during spatial synthesis of the aperture along one straight line.
The advantage of the radiovision system with frequency scanning is speed and absence
of complex devices for mechanical movement of the antennas. More complete infor-
mation about the target can be obtained as a result of complicating the system:
either increasing the number of antennas or rotating one antenna around the other.
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