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UDC 534.232,2
MODELING TN STATISTICAL HYDROACOUSTICS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 3-24

[Article by V. V. 01'shevskiy]

[Text] 1. Preliminary Comments. At the present time in different fields
of science and technology extensive use is already being made of physical
and electronic modeling of different kinds of processes, fields and sys=~
tems (for example, see the books [1-4], as well as the bibliographies to
these works). The basic tendency in this direction is the increasingly
broader use of digital computers in solving modeling problems. This is
related to the considerable progress both in the creation of computers
and in their mathematical support.

Relatively few studies have been published in the field of hydroacoustics
directly concerned with modeling problems. However, in the transactions

of the five All-Union Seminar Schools on Statistical Hydroacoustics (1969-
1973) a scientific basis was essentially laid for a serious and intensive
development of this direction [5~59], and all the moreso in adjacent
fields, in particular, in statistical radioengineering, in the creation

of methods for the modeling of processes and systems, in which consider-
able progress has been attained.

Before discussing the peculiarities of digital modeling in statistical hy-
droacoustics, the subject to which this study is for the most part devoted,

- we will examine possible methods for modeling in this field (see Fig. 1),
and specifically, hydrophysical and electronic modeling.

Hydrophysical modeling. This is a method for reproducing real research ob-
jects and the hydroacoustic conditions for their observation at a consid-
erably lesser scale with adherence to the principle of similarity of phys-
ical phenomena.

Thus, in hydrophysical modeling use is made of the similarity of physical

phenomena transpiring under naturzl conditions and in the model. An import~
ant positive property of physical modeling is the possibility of obtaining
a greater volume of experimental data with monitoring of the conditions for
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carrying out experiments. In hydrophysical modeling there are two pos-
gibflities of carrying out investigationa, to wit:
-~ modeling under artificially created and monitorable conditions (bath,

bagin);

~~ modeling under monitorable conditions (fluvial water body, lake, coastal

marine region).
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Fig. 1. Different modeling methods in statistical hydroacoustics

KEY:

1. Hydrophysical modeling

2. Electronic modeling

3. Modeling of hydroacoustic objects under artificially created
and monitorable conditions

4. Modeling of hydroacoustic objects under monitorable conditions

5. Computation of characteristics of hydroacoustic processes and
fields

6. Modeling of sample sets of hydroacoustic processes and fields

7. Modeling of systems for the processing of hydroacoustic data

The principal difficulty in interpreting the results of hydrophysical mod-
eling of hydroacoustic objects is related to the influence of numerous
scale effects which can substantially change the physical picture of the

distribution, absorption and scattering of acoustic waves in comparison with
natural conditions.

Electronic modeling. This is a method for the reproduction of real research
objects, the hydroacoustic conditions for their observation and systems for
the processing of hydroacoustic information using electronic devices (ana-
log, digital and combined). Thus, in electronic modeling use is made of

2
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the mathematical similaricy of description of phenomena transpiring under
natural conditions and duplicated in models. In electronic modeling there
are three research directions, to wit:

-~ computation of the characteristics of hydroacoustic processes and flelds
(numerical methods for solution of problems);

~- modeling of sample sets of records of hydroacoustic processes and fields;
~-- modeling of systems for the processing of hydroacoustic information.

An important advantage of electronic modeling is the possibility of repeat-
ed reproduction of the investigated objects in a broad range of their ob-
servation conditions and also the possibility of checking different 'ypo-
theses. The principal difficulty in interpreting the results of electronic
modeling is related to the possibility of an incomplete allowance for the
physical properties of real research objects and the possible ambiguity of
the choice of their mathematical models.

Now we will examine some peculiarities of digital modeling of hydroacoustic
processes and systems for the processing of hydroacoustic information, leav-
ing outside our attention the following unconditionally important problems:
-- the relationship of hydrophysical and electronic modeling;

-- the role of analog, dizital and combined modeling methods; ;
-- the relationship of numerical and analytical methods for constructing
models of hydroacoustic processes and fields.

2L L}

These problems are of considerable theoretical and practical interest and
merit individual discussion.

2. The Problem of Choice of a Mathematical Model. -

The choice of a stochastic model of a hydroacoustic process is the central
problem in the digital modeling of hydroacoustic processes and fields. The
success of the modeling as a whole is dependent on the adequacy of the adopt-
ed model to the real investigated objects and on how constructive it is,

that is, how simple and productive,.

First we will give a review of studies [5-59] in relation to the formulation
- of such models of hydroacoustic processes and fields.

We will begin with some definitions of basic concepts.

In accordance with the established concepts [5, 29, 30, 46, 50], by a sto-
chastic model of a hydroacoustic process is meant its mathematical repre-
sentation, which makes it possible to compute (or postulate) the stochastic
characteristics of the process, important in the problem to be solved. A
stochastic model is an idealized real research object and is formulated

on the basis of the following representation:

3
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Xt - m ./f, W), 177, o

where X(t) Is the investigated process, mg is the formatlon operator, L(L)
are clementary random processes whose stochastic characteristics are stip-
ulated and can be physically interpreted.

Assume that éy(ZYm) is the stochastic characteristic of the process X(t)
under the condition of adoption of its model m; then the representation (1)
must make 1t possible to derive the equation:

8(m) = fin [5(30} @)

where P’ is the formation operator for the stochastic characteristic
6’(57m) from the characteristics,_ mj(A) describing the properties of
>
- the elementary processes ii(t), é and are the corresponding arguments
(time, frequency, level, etc.).

The set of models

me M, (3)

which the researcher has forms a thesaurus of models M and each of these
models is such that

ol G} o[0EGfm), G 6 A, ARG ), £, )

where 69 ({»/m) is a stochastic characteristic corresponding to the model
H are parameters which are determined by hydroacoustic conditiens
(cond?tlons of propagation, attenuation, scattering, etc.); Ap is para-
- meter space ap; P(P, ap) is the joint distribution of probabilities of
Spe number p of classes of characteristics 69 (£ /m) and their parameters
ap; N is the number of classes.

Thus, we assume that each mi§g1 m corresponds to a parametric set of sto-
chastic characteristics &( £, ap/m), p = 1,N.

Among the studies which we are reviewing, ve can note the following two
groups.

The flirst group includes studies [11-15, 19, 20, 24, 28, 37, 42, 52-54] in
which the authors develop wave models of hydroacoustic processes and
fields; the level of stochastic description is limited by the determina-
tion of the correlation and spectral characteristics (except for studies
[14-48}, in which an attempt is made to seek the characteristic function-
als of the hydroacoustic fields).

The second group includes studies [5-10, 16-18, 21, 22, 23, 25-27, 29-36,

38-41, 43-47, 49, 50, 55-59], in which the authors develop phenomenolog-
ical models of hydroacoustic processes and fields; in many cases the level

4
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of the stochastic description here is not limited to the correlation-
spectral characteristics, but attains the level of determination of the
distributions for probabilities, moment functions and semi-invariants
of higher orders than the correlation characteristics.

Our comparison of the methods for constructing wave and phenomenological
stochastic models shows that wave models, being physically adequately
sound, make it possible to attain only the correlation-spectral descrip-
tion of the processes and fields, whereas the phenomenological models,
although they are more formal than physical, in principle make it pos~-
sible to obtain the distribution of probabilities, but in not all cases
are they adequately well physically interpretable.

The thesaurus of models ~-- the set M -- can be divided into two sets M;
and My, such that

ALY (5)

and

m, €/'/', M, E//é‘ (6)

M) is a set of so-called ideal models for which a full stochastic descrip-
tion was given, M7 /s a set of so-called working models for which a par-
tial stochastic description was given. Naturally, the researcher never
knows the ideal models my; they correspond to an exhaustive determina-
tion of the properties of the investigated object. At the same time, the
working models are incomplete, only partially describing the objects, but
they must be sufficiently adequate to the real investigated objects, and
what is especially important, adequately simple with respect to solution
of the modeling problem.

We introduce, much the same as was done in [29, 60] , the two character-

istics:
-~ measure of adequacy of the working model relative to the m; model:

P (m,m,)= plB(Em,), &5, )]; . N

~-- cost function
C, (m)~ €/8(¢m, )/, " (8

- which characterizes the expenditures associated with modeling ‘of the ran-
dom process in accordance with the model my. In typical cases of examina-
tion of models of hydroacoustic processes there is the following tendency:
with an increase in fag(ml, mp) the C(my) value usually decreases.

As already noted, the researcher never knows the ideal (true) model. Ac-
cgrdingly, it is natural to replace the model mj by another ~- the model
my € MpCMy, which would satisfy the condition

(9

5
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(m,, m)éap"
f’o 1 " ﬂ (9)

A is a sufficiently small value. According to the terminology in [60],
the model which replaces the true model m] with an accuracy adequate for
practical requirements is called the meta model. The meta model, to be
sure, must be modelable and easily interpreted.

In the light of the introduced functions (7) and (8) and the meta model
(9) the following two types of problems arise in the choice of the best
{optimum) working models opt my for modeling purposes.

The first type of problems is formulated in the following way:
-- restrictions on the cost of modeling are introduced

(10)
(4
- & (mz)< ac,
here .
& ¢ _.
m, & M; C Mg : (11)
the optimum model opt my is selected proceeding from the condition:
oot m, = 029 infp, (m], m,) (12)

m,e M
Thus, the optimum model opt my, in accordance with (10)-(12), is a model
which corresponds to the maximum adequacy of the meta model m, and takes
into account limitations on cost (complexity) of modeling.

The second type of problems is formulated in the following way:
-- limitations are introduced on the degree of adequacy of the working
models my relative to the meta model m§

P (/77;‘, mf)< 4p, (13)
here ’
_ m.’fe /V:c ", (14)
_ The optimum model opt my is selected proceeding from the condition
ot m, = @29 t'/.zfzé‘g(m‘,). (15)

my, & M;
Thus, the optimum model opt my, in accordance with (13)-(15), is such a
model which corresponds to the minimum cost (complexity) of modeling and
takes into account limitations on the degree of its adequacy to the meta
model.

Figure 2 gives a geometrical interpretation of the choice of the optimum
models corresponding to the two considered types of problems.

6
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Fig. 2. Geometrical interpretation of choice of optimum model in modeling
of sample records of hydroacoustic processes.

a) case of limitation on cost of modeling;

b) case of limitation on degree of adequacy of model.

3. Review of Specific Types of Models of Hydroacoustic Processes

Now we will examine some phenomenological stochastic models typical for
the representation of hydroacoustic processes [5, 29] . Assume that X(t)
is the investigated random process E;i(t) , i = 1,N are elementary pro-
cesses (determined, quasidetermined or random) with known characteristics.

Parametric models. These can describe echo signals in sonar and signals
in hydroacoustic communication. These models have the form:

X(t)=4(t,d), (16)

->
where X is the totality of random parameters with stipulated distribu-
tions of probabilities.

Constructive models. These can describe the totality of signals and noise,
signals with additive and multiplicative interactions, and for these models
the following representation is correct:

X(l/=/f‘. (4o 1)}, a”n

where & is the symbol of interaction of elementary processes.

Discrete canonical models. These can describe signals with multiray prop-
agation, sea reverberation and some types of underwater noise. These models
have the form:

7
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. X(t)« 2 a. () (18)

where ak and N are random values.

Integral canonical models. These can describe signals propagating in a

water medium, scattered signals and echo signals. These models have the
form:

X e.jé/r, ¢)pe)at, (19)
where a(t, t') ic some random, or determined, or mixed function.

bDifferential models. These can describe signals propagating in a water
meaium or echo signals. These models can be of the two following types:

Xﬂ/'éj 4 ;,g_’;f (), (20)
14
(- dadiay a

where (3¢ and C, are random values.
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Standard processes

Gaussian stationary random processes

Harmonic processes

Pulses with different envelope and current phase
Aperiodic¢ processes

Additive-multiplicative interaction of standard processes
Standard random values

Independent random values with different one-dimensional distribu-
tions

Choice of elementary processes
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Classification of operators mi of formation of investigated pro-

Set of elementary processes

Multiplication

Summation

Time shift

Change in time scale

Additive-multiplicative interaction of transformed elementary pro-
cesses

Investigated process

We examined very simple models of random processes typical for hydroacous-
tics. To be sure, the need can arise for constructing combined models. In
this case an analysis of the stochastic characteristics is more complex
than in a study of very simple models of the type (16)-(21).

9
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000100070042-7

FOR OFFICIAL USE ONLY

| Wi\ e\

\ X
80
g oo
. (Y e,
fermtysit it weat) a) a 0 \ff i \bo%wl%v Mo
Ao Qs
W '..\\‘\_7!:\-) (n) ' )
‘: T L e e T n 0s
Ay »NAD-
X ¢ iM w00 1
9 s
. b). c

Fig. 5. Sample records of nonstationary random process.

KEY: a. Gaussian stationary process;

b. Modulating function;
¢. Sample ensemble of nonstationary random process.

4. Digital Modeling of Hydroacoustic Random Processes

The next step after developing and adopting a stochastic model of a random
process is the choice of a method (algorithm) for its modeling. As follows
from the preceding section, the stipulation of a stochastic model X(t) in
accordance with (1) means to stipulate the stochastic characteristics of
elementary random processes -- éj}t), i = 1,N, and also the operator

mg of formation of X(t) from j{t). Very simple phenomenological mod-
els were determined by expressions (16) and (21). Thus, the problem first
arises of the choice of types of elementary processes gi(t) which in
accordance with (2) are described by the stochastic characteristics I;
(%y. Figure 3 shows the classification of the congidered elementary pxo-
cesses, which are formed from standard processes and standard random values.

We note that the elementary processes must have the property of physical
and systemic interpretability [64] . The elementary processes are very
simple processes which have the mentioned properties. However, the stan-
dard processes have only a very simple stochastic structure, their prop-
erties must be completely known, and finally, their modeling with any
stipulated accuracy must be constructive.

Proceedina from the representation of the models (16) and (21), the oper-
ators for formation of m§{ of the investigated processes X(t) can be
classified in accordance with the diagram in Fig. 4.
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Fig. 6. Sample records of sea reverberation.

The principal operators here correspond to the physical transformations
of hydroacoustic processes during radiation, propagation, scattering
and reflection of acoustic waves in the water medium.

There is basis for assuming that using the elementary processes and their
transformation operators, considered above, it is possible to model the
following hydroacoustic processes:

~- direct signals, propagating under conditions of influence of refraction,
reflection and scattering from the boundaries of the water medium;

-- echo signals from different sounded objects;

-- sea reverberation;

-- acoustic noise of the carriers of hydroacoustic systems;

-- acoustic noise of the sea.
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Fig. 7. Structural diagram of modeling and statistical measurements.

KEY’l. Stochastic models of process

2. Algorithm for modeling of sample records

3. Sample ensemble of records

4, Stochastic characteristics of process

5. Values of difference functional

6. Statistical evaluation of sample process

7. Comparison of stochastic characteristic with statistical evaluation

Now we will examine two examples of the modeling of random processes spe-
cific for hydroacoustics.

The first example relates to so-called periodically modulated noise. A
noise model of such a type relates to the constructive type (17) and has
the following form [10, 61] :

X(e])«(t+ m, sine, E)4(t), (21
where % is a Gaussian stationary random process, mg is the coefficient
of intensity of amplitude modulation, <, is modulation frequency. Such
a model is characteristic, for example, for the noise observed in the
course of acoustic cavitation [10]. In a discrete form, suitable for dig-
ital modeling, model (21') is written in the following way:

X(n) -[I« m, sin{f1e, at‘)]f(n/, (22)
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where At is the interval of discrete readings, n is the current number
of the reading of the process with time. Figure 5 shows sample records

of a process of type (22), modeled on an electronic computer of the BESM-
6 type using the method described in [61].
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Fig. 8. Classification of possible reasons for the appearance of errors
in modeling and statistical measurements.

KEY:
. Inadequacy of realized model

1

2. FPinite volume of sample data

3. Representation of sample process

4. Inaccuracy in stipulating stochastic characteristics of element-
ary processes

5. Finite number of readings in time

6. Time discretization

7. 1Inadequate modeling algorithm

8. Finite number of sample records

9. Level quantization

The second example is related to the modeling of sea reverberation. The

reverberation model relates to discrete canonical models of type (18) and
has the following form (5, 50, 62] :

)
£(8) = Za ) efe-t), (23)
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where aj are the random amplitudes of the elementary scattered signals,

N(t) is their random number, £(tj) is a function characterizing the decrease
in signals with distance during their propagation, C(t) is the emitted sig-
nal, ty is the random moment of arrival of the i=th signal at the observa-
tion point.

the aiserete form of the record of the model (23) has the following form:

win)
ln) = 2 a. o) eln-n), (24)

where n is the number of the reading, ny is a random value.

On the assumption that N(n) is a Poisson random value, the mean value being
dependent on time {that is, on n), a; is also a random value, and nj is dis-
tributed in some interval, a BESM-6 computer was used i.. nodeling sample

- records (the modeling method was described in [62] . An examle of such
records is shown in Fig. 6.

Thus, digital modeling makes it possible to obtain sample recorxds for a
broad class of hydroacoustic random processes stipulated in the form of
stochastic models, the basis for which is the totality of standard and el-
ementary processes.

5. Statistical Measurements in Modeling

After the optimum model opt m; has been adopted and the sample records {ik(tﬂ
of the random process X(t), corresponding to this model, have begn modeled,
it is necessary to determine the adequacy of the realized model my and the
model opt m3.

Figure 7 is a structural diagram of modeling and determination of the ade-
quacy of the characteristic of the modeled process and its stochastic
model (scheme of statistical measurements). In accordance with this scheme,
on the one hand we have the model opt mp of the random process X(t) and its
stochastic characteristic 59( Z’b@t m2) » and on the other hand, the model-
ed sample process X(t) = {xk(t)} and the statistical evaluation @(¢),
which is obtained by the processing of its sample records ik(t).

In order to be able to make sound decisions concerning the effectiveness of
the algorithms and the quality of modeling of the sample ensemble X(t) of

the random processes X(t) it is necessary to introduce the quantitative
measure of the difference between the stochastic characteristic A ltlopt m2)
and its statistical evaluation 8(Z). We will denote this difference func-
tion in the form

Po (ot m,, )« p[6(2 0t m, ), 6(2)), (25)
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where f 1is the operator for formation of the difference function, in gen-
- eral having the same sense as in formula (7); opt My is the optimum model

which is adopted in modeling (see section 2, &2 is the evaluation of the

working model using the results of modeling, that is, using the statistical
_ evaluation @ (/) of the stochastic characteristic O ( &/opt my) .

The rcasons for the appearance of errors in statistical measurements can be
classified as (see Fig. 8): inadequacy of the stochastic model realized in
modeling, the finite volume of sample data, and finally, the disecrete repre=-
sentation of the sample process.

A quantitative analysis of the mentioned reasons for the appearance of model-
ing errors is an important theoretical and practical problem which still
tmust be solved,

Together with the value of the error in statistical measurements Pg(opt My,
my) it is natural to introduce the function

e, (i) = c/6(€)), (26)

which characterizes the expendicures in statistical measurements and in
determining the evaluation of the realized working model my.

Much as was done in section 2, we note two types of problems in choosing the
optimum evaluation of the model my on the basis of examination of the pro-
cedure of statistical measurements.

The first type of problems is formulated in the following way:
-- limitations are introduced on the cost of the statistical measurements

d ? 27)
C (7 )cac, (
here A
‘l‘
- m; & My CMy (28)

the optimum realized working model is selected on the basis of the condition

qalfr'}‘ . @29 :'n/joa(qm‘ m, n‘;,),_ (29)

7y &M,

Thus, the optimum model opt ﬁg, in accordance with (27)-(29), is a model
which corresponds to the maximum adequacy of the model opt my and takes
into account limitations on the cost (complexity) of statistical measure-
ments.

The second type of problems is formulated in the following way:

-- limitations are %ntroduced on the degree of adequacy of evaluations of
the working models mp relative to the model opt m3
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A
./00/90{ w0y, M) < 8, (30)
where a
e mcH
”’4 f4 &) (31)
the optimum model opt my is selected from the condition
" . .
got m, = Qw9 inf, L, (m,). (32)

ety

MEEMMUME)

Fig. 9. Geometrical interpretation of choice of evaluation of realized work-
ing model in statistical measurements.

a) in case of limits on cost of statistical measurements

b) in case of limits on degree of adequacy of model

Thus, the optimum model opt my in this case, in accordance with (30)-(32),

is a model which corresponds to the minimum cost (complexity) of the stat-

istical measurements and takes into account limits on the degree of its ade-
_ quacy to the model opt mj.

Figure 9 gives a geometrical interpretation of the choice of the optimum
realized models corresponding to the two considered types of problems.
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In conclusion, we note that the problems of optimization in modeling must,
naturally, be considered in their full range -~ both in a stochastic model
and in statistical measurements, in this case taking into account the
errors and cost of the modeling itself and statistical measurements. Some
mathematical aspects of these problems are discussed in [64].
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UDC 534,883

SOME MATHEMATICAL ASPECTS OF MODELING IN STATISTICAL HYDROACOUSTICS USING
AN ELECTRONIC COMPUTER

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 33-44

[Article by A. A, Kaptyug and V. V. 01'shevskiy]

[Text] General problems, Formulation of problem of classification of model~-
ing problems. In [1] the author examined the stages in modeling in stat-
istical hydroacoustics and the peculiarities of problems in the choice of
stochastic models. In [2, 3] the authors described a specific method for
the modeling of records of typical hydroacoustic processes, An analysis

of the conclusions in these and other studies (see (4]) indicates that

it is of interest to give a separate formal examination of modeling in
statistical hydroacoustics and a formulation of its problems. Using (1]

as a point of departure, in digital modeling in statistical hydroacoustics
it 1s possible to define the following stages:

-= selection of a heuristic model of the process subject to formal modeling;
-~ formal modeling of sample records on a digital computer;

-- statistical measurements on a digital computer.

These three stages form modeling in a broad sense, that is, the entire set
of operations in choice of models of processes, their analysis by computer
and evaluation of the adequacy of the adopted and employed models. In this
ronnectinn, formal modeling on a digital computer in statistical hydroacous-
tics can be defined as a modification of programming, whose operators and
objects have a definite physical and systemic interpretation. Henceforth

in all cases by "modeling" we will mean specifically this stage of modeling
in a broad sense.

llodeling involves use of a well-defined formal language . Each object fj
of the principal significant objects to be interpreted fg, £1veee,fg in
this language forms a form which is sematically independent of the other
objects, having numerical values and definite representations. Despite the
semantic independence, the objects fj can be related by a formal theoret-
ical-multiple relationship (see [5)). One of the formal objects fj is time.
Asgume this to be fo. Then for any j &= 0 the 6(fj) value of the object at
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the time O (f5) is © (fy, O(fp).

The model can be considered as an operator determined by the means T in
some of its objects and reflecting them in other objects of the same lan-
guage.

Modeling can be regarded as a time-dependent procedure of construction and
use of the model.

trom the point of view of meaningful interpretation the model is a system of
programs ensuring a definite structure and behavior of the modeling scheme.

The structure of some formally described system is the totality of all its
relationships with other formal objects, nondependent on time, and the be-
havior of the system is the totality of all such relationships, dependent

on time. Some of the principal objects fi1,...,f£4o can be regarded as the
controlling parameters of the model, external relative to the model of sit-
uations. A general contradiction to the purpose of modeling in a broad sense
is the attainment of extremal values. Thus, the general problem of modeling
in a broad sense arises; this, in general, is incorrect. For its correction
it is either necessary to change the formal description of the model or
change the nature of the requirements imposed on it.

Now we wWill examine the formal criteria for modeling in statistical hydro-~
acoustics.

First, modeling is a computation procedure, retaining in the new (formal)

model the defined formal properties of the earlier adopted (heuristic)

model. In this sense, in the modeling of functions a restoration of their

form with a definite accuracy is not, generally speaking, necessary, that

- is, reference is to retention of formal properties, that is, equivalence,
a special case of which is coincidence with a definite accuracy.

REARAAL
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Second, in the modeling of random processes use is made of flows of ran~

dom numbers and on their basis ensembles of sample records of random pro=
cesses. This leads to an a priori uncertainty of the modeling result and

a formal noncontrollability of the procedure itself. We emphasize that
noficontrollability in both the mentioned senses (conditions and computation
procedure) is of fundamental importance, that is, in the opposite cage model=
ing would not be necessary.

Third, in modeling in statistical hydroacoustics the stochastic models
change in dependence on time and space coordinates of the observation
region. The principal reasons for this are related to the comparability (in
value) of the mean speed of sound and the mean velocities of the significant
changes in observation conditions, to the considerable manifestations of the
Doppler effect, to the considerable infiuence of refraction, reflections
from discontinuities, etec.

Fourth, in accordance with the logic of this type of modeling the modeled
processes as a result are described using the stochastic characteristics
and their statistical evaluations. Accordingly, a specific characteristic
is the formation at some stage of the integral functionals of the flows of
random numbers and ensembles of sample records.

Fifth, modeling should allow a physical interpretation in all stages and for
all the principal objects and operators. The initial models, the models,
realized in the electronic computer, the stochastic characteristics and -
their statistical evaluations must be described in the language of the
physical objects considered, such as radiation, propagation, scattering

and reflection of acoustic waves.

Sixth, the modeling must allow a systemic interpretation for both the ini-
tial and resultant models.

In this connection, it is important that systemic interpretability of models
is related to the purposeful examination of the =-2:1:3 z:d:24g, specif-
ically, with solution of the problems involved in data processing. We em-
phasize chat systemic interpretability assumes the organization of the
investigated objects and the purposes of Sunctioning of the system related
to these objects (physical interpretability assumes the presence only of

the organization of the investigated objects).

The following conclusions can be drawn from the above considerations.

1. The problems to be solved in the case of correct modeling can be of two
types. First, problems arising when constructing the model (initial construc-
tion or correction). Second, problems arising in functioning of the model
(optimization or correction).

Since any model is constructed using other models, the process of its con-

struction can be described as a result of the functioning of some model
and it is sufficient to examine problems of the second type. The capacity
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of the model to solve different classes of problems is closely related to
the cEfectiveness of modeling, which is interpreted in the sense adopted

_ above. The "broader" the class of problems to be solved, the more effective
is the modeling.

2. The presence of formally described special modeling criteria in statis-
tical hydroacoustics leads to the necessity for formally taking them into
account in constructing the class of modeling problems in statistical hydro-
acoustics.,

3. The following problem makes sense, After defining the formal language
for description in modeling, formulate a description of the class of all
problems to be solved. Since in constructive modeling this class is finite
and the class of all conceivable modeling problems in statistical hydro-
acoustics is unlimited, it is necessary to indicate the mechanism of choice
of the problems, taking into account the specifics of the investigated re-
gion.

By analogy with the formal languages of programming, we will examine objects
and operators in the modeling of random processes.

Determination of Some Basic Objects

We will call the representation f of the object L (element or set) in the
defined language [  a formal expression in which symbols of variables, con~
sidered together with the regions of their change, are included. An arith-
metical formula is a special case of representation.

Each problem can be described by two sets of parameters. The set {B1 T}
represents the stipulated parameters and the set [Bj represents

the parameters to be determined. Each parameter must %ave a unique repre-
sentation. The type of problem (generated by a particular problem) can de-
scribe the considered {Byf, m < m, [B- i n) €n are incomplete sets of
parameters. Those parameters which musgf%e joined to [Biss ™ ang {ng]ll
in order to obtain a correctly formulated problem in the considered type
of problems can be considered described implicitly. The problem is consid-
ered correctly formulated if it has a unique solution with a representation
being a refinement of an a priori representation which is stipulated prior
to solution of the problem. The structure of the problem can be described
by cxamining the sets of parameters B} T, B}] ?, where each parameter
Bi or B} has a not less broad set of values than Bj or B respectively.
Thus, tge problem is a special case of the type of problem or structure of
the problem. We will call the type of problem described by two single-ele-
ment sets of the type [Bil} and {lefan "elementary problem."

- To "solve a problem" means to find the representation of its solution in
the terms of the defined descriptive language. In this sense the type of
problem or the structure of the problem can be considered as a problem
within the framework of a more general descriptive language interpreting
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more geheral objects than in the case of solution of a special problem.

Against the background of what has been said, it makes sense to examine
the concept of "structure of the type of problem," being an obvious gen-
eralization of the concept "structure of the problem." We will use the
term "semantic structure of the type of problem" for the most general (from
the operational point of view) of structures of the type of problem, if

it exists.

The statistically conjugate semantic structuye for a particulay semantic
structure of theAtype of problem {Di » {d i is designated by the for-
mal expression | D; | Y, i) 1» having the following meaningful interpreta-
tion. "A " is an operator related to the change in the sense of the para-
meter to which it is applied. For parameters having the sense of objects
in the theory of probabilities the operator "A " has the sense of a stats
istiecal evaluation. For parameters having the sense of statistical evalua-
tions the operator "a " has the sense either of the evaluation itself

or the object to be evaluated. The properties of the "a " operator can be
expressed formally in the following way:

1. (Q) = 8 or 8.

,..——’)\ A A

20 (814000s 8) = (81,0004 Sp).
T

3. (F(s2ee.r8m)) = FS1,0nn, 8.

4. FPor each examination there are formally defined "fugdamental parameters"
X, ¥y 2, tyoo., for which x = %,..., t = t,... If u = 4, then u is the fun=
damental parameter.

Since any parameter can be regarded as the fundamental parameter, the set of
fundamental parameters is included among the parameters whose values must
- be determined prior to examination of modeling problems.

Once again we emphasize that the parameters differ with respect to the type
of the description in the examination, to wit: 1. explicitly described para-
meters (determined or not); 2. implicitly described parameters (determined
or not).

For example (see Table 1), the parameters hj, ei: ii(lparameters to be de-
termined) can be described explicitly; Hj, Ei, =ji--determined parameters
can also be described explicitly. Then Pg , zi,...stand out as implicitly
described parameters. Assume that some "optimization problem" is stipulated.
That is, in some set A it is necessary to find the elements a€A; this gives
the maximum of the functional f(x). The optimization problem is in essence

a method for examining any problem. If it is remembered that in a correct
formulation of the problem there must be a unique solution, we have two op~-
timization problems: first, when x€ A and the unique point a of the extremum
is sought; second, when x€ A, the unique set {a} of extremum points is sought.
The second case is reduced to the first if we examine the defined class A'
3[@] of subsets of the set A for which £(x) = const, as a new set. Below,
in all cases the optimization problems are represented in the first form.
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In order to obtain a finite classifieatioh of problems it is possible

to diseriminate gsymmetrie (in the sehse of structure) types of problems,
taking advantage of the fact that in any optimization problem there are
fixed parameters stipulating the get A, the parameters to be determined,
stipulating its current element x, the functional f£(x), which determines
the choice of elements a€ A,

‘The parameters fixed in this problem give (the known) region of change of
the current element. This regien, being unknown, can in turn be determined
in other problems.

The parameters to be determined in this problem are determined from their
general form. ‘This general form can be fixed in other problems.

Thus, each class of optimizatien problems, to be examined with an accuracy
to the functional to be optimized, is compared witb a dual ¢lass of prob-
- lems. These classes of problems can be called "mutaally reciprocal."

Direct problems are those for which the parameters to be determined have
the sense of a general form of the current elements of some sets.

Inverse problems are those for which the parameters to be determined have
the sense of a general form of the sets or limits of the sets.

On the basis of the definitions introduced earlier we will examine a formal
construction in which the direct and inverse problems are symmetric.

We note that in an examination of optimization problems there are three
fixed objects:

-=- representation X of the current element x:

-~ representation A of the region of change of A;

-- the functional f(x) to be optimized.

The direct problem is formulated in the following way:
"Determine max £(x) with stipulated f, ¥, & and the variable x."
The inverse problem is formulated as follows:

"Determine max f(x) with stipulated f, &, K and the variable A."

Since the type of problem or the structure of the problem can be regarded

as problems in themselves, direct or inverse types of problems or structures
of problems are clearly definable. It is obvious that these concepts are
formally equivalent to the concepts of "types" or "structures" of direct

or inverse problems.

We note that the "semantic" structure of any type of problems can be organ-
ized on the basis of the semantic structure of direct and inverse element-
ary problems. For any type of problem, regarded as a problem of the defined
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type, that is, with the defined languadge of the sgolution, the mentioned
elementary problems are types of direct or ihVerse problems,

inh actuality, assume that there is stipulation of the reprenentation % of
the general form of the elements X of some set A. Sinne X is some formula
in the corresponding language and the get of values g iq hot empty, the get
of interpretations of the set A and its representation A are not enpty,
and this means that there is a maximum class of sets hnvinu the sense of the
get A and its represcntation A, Thus, the stipulation of ¥ ¢ives rise to
gemantic structures A and A. The semantic structure x is generated ot
necessity, Now assume that there is stipulation of the representation A of
the set A of elements x. Since A is some formula in the corresponding lan-
guage and the set of values A is not empty, the set of interpretations
of the element £ is not empty, and this means that there is a maximum class
of valucq of the element x and its repreqentation £, Thus, the stipulation
of A generates the semantic structureg x and X. The semantic structure A
is generated of necessity. Since thn repregentation of any considered ob-
ject can be interpreted either as X or as A (x€A), any problem generates
either some type of direct problem or some type of invarse problem. In ad-
dition, the semantic structure of any inverse problem can be generated by
the direct problem. It follows from what has been said that for generating
the semantic structure of any problem it is sufficient to use the semantic
structures of direct problems. Accordingly, each of the semantic structures
cited in Table 1 is a semantic structure of the direct problem.

Description of Table 1 and Rules for Its Use

The table gives the principal semantic structures which can be used in
modeling in statistical hydroacoustics.

Each of the objects indicated in oue of the last two columns of the table
(we will call it the object of the table) is dependent on time. In addi-

tion it is assumed that each of the objects in the table can be dependent
on the parameters obtained using the following rules:

1. Each object in the table is a parameter.

2. Each of the results of application of the rules for use of the table to
the objects in the table is a parameter.

3. Each parameter is explicitly or implicitly dependent on the parameters.
4. The result of application of the operator "/\" to a parameter is a
parameter,

As a result, we obtain a computation class of semantic parametric construc-
tions. Using the limitations on the complexity of the representation, it is
possible to define its finite subclass.

In the gencration of the semantic structures of direct elementary optimization
problems, from the column "stipulated" we select one parameter having the
sense of a set; in this same line, in the column "is determined," we select

a parameter having the sense of an element.
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Table 1

Objects of Modeling, Thelr Relationships and Semantic Structures of the
Elementary Optimization Problems Generated by Them
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Horizontal

1. Objects of investigation
2. Representations and relationships of objects
3. Optimization problems

4. Stipulated
5. To be determined
Vertical
1. Operator hj of formation of elementary processes ﬁj_from standard
processes ej _
2. Algorithms 2 ; of formation of elementary processes 3j
- 3. Operator mz of formation of random process x from elementary pro-
_ cesses %
4. Algorithms Pg of formation of random process x
5. Operators H-pp of formation.of stochastic characteristics QP(Z*/m)
of process x»fggm characteristics Ii(%X) of elementary processes.
Here m/ng , e, X, p are systemic parameters; 3p are physical para-
meters
6. The_algorithms q up of formation of the stochastic chaggcteristics

9y(27m) of the process x from the characteristics ﬂj( A) of the
elementary processes &

. The volume vy(u, w) of the memory weu for the representation x; u

is the structure of the memory in the modeling unit, and w is the
the structure of the memory allocated for the representation x; the
interval of consideration Tgp is fixed
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8. The volume ty(s, 2) of time z2€s for the representation x; s is the
behavior of the memory of the modeling device; z is the behavior of
the memory allocated for the representation x; the interval Ty of
the examination is fixed

9. The functional P x(x, %) of the quality of modeling of the x process

10. The criterion (threshold P xo) for the process
11. rhe functional 2( 6,, @ &) of the quality of modeling of the stochas-
tic characteristic @4,

12. The criterion (threshold 2g() for the characteristic @,

The semantic structures of inverse problems are obtained by a corresponding
transpositioning of the parameters. We will use the term "semantic structure"
of the parameter for the maximum set of its values with a fixed representa-
tion of the parameter admissible from the operational point of view.

We will say that two parameters have an identical semantic structure if their
semantic structures are characterized only by the names of the parameters.

In the generation of the semantic structures of arbitrary problems some
sequence of the following operations is carried out:

1. Substitution of implicitly described parameters by their names.

2. Substitution of explicitly described parameters by a different semantic
structure. The following condition is satisfied. Assume x €A, where x and A
are the "names" of the current element and set respectively, identified with
sets of its values {G (x)} and {® (A)} . Then the substitutions A«A(A) and
x+~x(A), where x(A )€ A(A) are the new possible current element and set,
are carried out, always together. If one of the parameters x, A is implicit-
ly stipulated, the substitution in it can be accomplished implicitly.

Each substitution into a specific semantic structure of the problem can be
accompanied by the inverse operation -- discarding of the structural elements.
It is possible to examine the space C of different semantic structures of the
problems. Then each substitution and each rejection is an inverse image of
one part of C on the other. All possible substitutions and rejections form

a group which characterizes the space of semantic structures of problems.

We emphasize that each semantic structure of the problem on the basis of
definition of the concept "parameter" can be regarded as a parameter.

We also note that when selecting from the class of all modeling problems in
statistical hydroacoustics of those problems having a limited complexity of
representation of the description or solution procedure, a significant role
is played not only by the language [ , but also the class A of methods for
coding problems and the procedures for their solution.

In a meaningful interpretation f is an analog of computer logic, A ¢ is the
analog of a system of programs understood as apparatus or algorithmic units.
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Assume that the semantic structures, to be solved in modeling, that iy, the
space C, have been formulated. In an examination of the problem it is neces-
sary to sclect a structure of the type of problem corresponding to the de=-
fined formal language /\¢ for representation of gsolution of the problem.
Strictly speaking, precisely this structure of the type of the problem
should be regarded as the "problem." This means that both the formulation
and the solution of the problem must be repregented in the same formal
language. However, those parameters which do not enter into the repre-
sentation of solution of the problem must be stipulated implicitly. It can
be assumed that A ¢ |” with any % ., It is obvious that a new problem is con-
sidered with each new o,

Thus, in constructing a formal description of a class of modeling problems
it is necessary that for each considered problem, in addition to the lan~

guage of its solution, there be a set of representations of its solution,

nonequivalent from the point of view of the language f .

Also correct are more general requirements: in forming a class of modeling
problems only those problems whose solution exists in some formal sense
must be considered. Among such requirements is a limitation on the complex-
ity of representation of solution of problems or limitation on the complex-
ity of representation of procedures for solution of the problem. In a mean-
ingful interpretation this corresponds to a limitation on the computer mem-
ory and the time for obtaining a solution.

By virtue of the comments made, all the restrictions on representation and
the field of values of the parameters are divided into two groups:

-- limitations changing the class of problems to be solved, that is, con-
ditions either on the nature of existence or on the region of determination
of a priori representation of the solution;

-- limitations not changing this class, that is, conditions refining the

a priori representation of the solution.

The nature of interpretation of limitations is dependent on the language { ,
and this means, in the last analysis, on the purposes of the modeling.

It follows from what has been said above that for forming a class of model-
ing problems, taking into account the limitations not changing the class
of problems, it is first possible to form a class of such problems in the
absence of limitations; then in place of the parameters having a defined
sense and an undetermined set of values use is made of formulas or algo-
rithms represented in the [ language. The class of formulas, like the

class of algorithms, is not greater than calculated, and each formula or
algorithm represents admissible a priori representations of the parameters
or construction procedures. The class of modeling problems which is ob-
tained from the preceding on the basis of significant limitations is deter-
mined from an examination of the parametric forms of the theorem of ex-
istence of a solution. It should also be mentioned what is meant by the
values of the principal objects, special cases of which are the objects in
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the table. Assume that £ is the principal object. Then O (f) is either
a number or a vector-function or an operator represented therefore par-
tially by ordered sets of numbers or the space of operators of the men-
tioned type, or a logical variable.

In a general case the value of the principal objects is determined by the
interpretation of the { language.
\

hhkkhhkkk
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Summary

This paper is only an approach to precise formulations of the problems in-
volved in evaluating the effectiveness of modeling, but already frem the
considerations presented here the following conclusions can be drawn:

1. The description of the class of modeling problems can be formalized us-
ing the proposed procedures and objects., However, it is necessary to define
formally a set of parameters regulating completeness of description of the
class of modeling problems in the stipulated constructive sense.

2. The specifics of description of the space of modeling problems in state-
istical hydroacoustics must be expressed in standard form in the language
[T, for which in turn it is necessary to describe the principal formal cri-
teria of this language.

3. 1f the class of modeling problems to be solved is finite, it is possible
to formulate rigorously the problem of determining the number of its ele-
ments, which in a general case can be regarded as a nontrivial "combination"
problem. It must be noted that for a comparison of effectiveness it may be
necessary to have only a sufficiently precise evaluation of its solution.

BIBLIOGRAPHY

1. 0Ol'shevskiy, V. V., "Modeling in Statistical Hydroacoustics," TRUDY VI
- VSESOYUZNOY SHKOLY~SEMINARA PO STATISTICHESKOY GIDROAKUSTIKE (Transac-
tions of the Sixth All-Union Seminar-School on Statistical Hydroacous-

tics), Novosibirsk, 1975.

2, Kirillov, Ye. V., Ol'shevskiy, V. V., Savinov, Ye. A., "Digital Modeling
of a Sample Ensemble of a Nonstationary Random Process," TRUDY VI VSE-
SOYUZNOY SHKOLY~-SEMINARA PO STATISTICHESKOY GIDROAKUSTIKE, Novosibirsk,
1975.

3. Ol'shevskiy, V. V., Panfilov, V. A., "Digital Modeling of Sea Reverbera-
tion," TRUDY VI VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY GIDRO-
AKUSTTKE, Novosibirsk, 1975.

4. Tsvetkov, E. I., "Systematic Methods in Statistical Hydroacoustics,"
TRUDY IV VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY GIDROAKUSTIKE,
Novosibirsk, 1973.

5. Kon, P., UNIVERSAL'NAYA ALGEBRA (Universal Algebra), Translated from
English, Izdatel'stvo "Mir," Moscow, 1968.
COPYRIGHT: Notice Not Available

5303
CS0: 8144/0938

35
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000100070042-7

- FOR OFFICIAL USE ONLY

UDC 621.391.16:621.396.96

DIGITAL MODELING OF THE RESPONSE FUNCTION FOR COMPLEX SIGNALS USING A
FAST FOURIER TRANSFORM ALGORITHM

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY=-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 54~58

[Article by 1. B, Vaysman and K. P. L'vov]

[Text] In the theory and practice of complex signals great attention is de-
voted to an analysis of the response functions of a processing system. This
is accomplished using a matched filter or cross-correlation processing. In
the case of matched filtering (the weighting function of the filter is a
mirror reflection of the sounding signal with time) the output signal can
be written as

Su (4) < /5. Clgtt-s)ar. W

For finding the response function we introduce into consideration a matched
filter with a weighting function conjugate in the Hilbert sense with the
weighting function g(t), that is

gor-4 [ He.

Then the response function (envelope of the processing system output signal)
- can be represented in the form

o(t)n Ys, () So, ), 3

(BsLX = out(put)] where .
- S ()= 8, ()G l-) ot

[tp = rec(eived)] (4)

The response function e(t) is of great importance in sonar for analysis and
use of complex sounding signals. In some cases it is difficult to obtain
the response functions analytically due to the complexity of integration;
this sometimes leads to the need for using the approximate stationary phase
principle [1]. When using classical numerical integration methods and elec-
tronic computers considerable computation time is required because the
integrands in (1) and (4) are rapidly oscillating. [For example, see the
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- studles by S, V. Pasechnyy, et al,, 0.D. Mrachkevskiy, Ye, B, Libenson,
Ye. 1. Bovbel', et al., published in this collection of articles.]

The dounding gignals used in sonar have a finite duration. Then the output
signal of a physlcally embodied matched filter with the welghtling function
p(t) [2] 18 represented in the following form

’ ‘
_ J/3ilR)glt-r)err  when 0‘4‘72-7 (s
6"” (‘l). ' /:gm(f) 7((. f)d(' when r“ 4 '
= when ¢227

351X = out(put)] and with the welghting funection g(t) -~ in the form

¢
) ,/;.s‘./?)d/{. z)okr when 90<¢¢7,
Stye (¢ /svfi‘/?‘/(“:‘}g’f when 7¢¢ ¢ 27, )
“ Q when ¢ >27

Digital modeling of the response functions involves use of the following
discrete expressions of corresponding (5), (6) and (3)

415'%["]9[!-0 . ' when 0¢ xgw-/,

~ e ,
WL ",.5,'.1 S Lidglr-id when ¢ x ¢ v+, ¢)
0 when '« a 2w,

g S, (1§ ledd when ©Q<xé A,
.?,u, lx]- a{‘,é’: S, (1] §le-il when WM&<&24/, (8)
o a2,

when

éle]= YSL lare SL, ted, = 04,23 201, (9)

where At is the discretization interval, N = T/At, and g:;ut[k]’ Sreclk],
glkl, Soyelk]l, 8[k] and €[k] are "grid" functions [3] corresponding to the
continuous functions Sgup(t), Sp..(t),

For the purpose of generality, in expressions (5), (6), (7) and (8) no al-
lowance has been made for the influence of the Doppler effect on the receiv-
ed signal Sgec (t). This makes it possible to use the results for different
models of the received signal S... (t) and the weighting function g(t).
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A discrete model (7) of an analog matched filter (5) is based on the rule
of rectangles and {8 approximate. The systematic error in the discrete
model (7) can be determined as

§x]s Sy 2]~ Spuled, (10)

where ¢ [k] is the "grid" function of errors, Sout[k] is the reading of the
output signal of the analog matched filter (5) at the moment in time ty =

kat,
5""(‘(]‘ 5&, (4'4/)-

The received signal Sp,.(t) and the weighting function g(t) have a virtual-
ly finite extent along the frequenclies axis of the modulus of the integral
Fourier transform. If the spectra are concentrated in some frequency band
o pin € J< @axs it can be shown that when selecting the discretization
interval (integration interval) satisfying the inequality [5)

2Umt< .2_{4 i{.ﬂ"‘-’.ﬂ_‘.ﬂ. e (11)
¢ " at g-f

g =1,23 .. , entioa/ S22 ],

Q- Whae = Xmin

- where

the systematic error § [k] 1s equal to zero.

The first region (zone) of virtual absence of systematic error & [k] is de-
termined by the choice of the discretization interval

/
ol ¢ vy 12)

and the last region gives the value
afx X ‘ (13)

a2
In the case of choice of the maximum admissible value of the discretization

interval (g = entiez [&pay/s2]) the resulting width of the region of vir-
tually zero errors is extremely small,

In the digital modeling of response functions in the model of the received
signal Srec(t) it is necessary to take into account the Doppler effect and
a case of practical importance is the model of the Doppler effect as a

time lengthening or shortening of the received signal Srec(t) with a model
of the weighting function g(t) displaced relative to its central frequency

aJo.
All this leads to a need for broadening the values of the frequency band

(‘JminS’-‘J{ ‘me and the choice of a non-maximum value of the discretiza-
tion interval value.
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Since the Fourler transforms of the welghting functions g(t) and Q(c) differ
only with respect to the phase shift of all the frequency components by 1/2,
one and the same discretization intervals give a virtual absence of the sys-
fematle error of the discrete models (7), (8), (9) for determining S,,e(t),
Sout (t) und e(t).

The computation time required for modeling the readings of the envelope of
an output signal of a matched filter e(t) on a 2N-1 digital computer can
be estimated as : 7

7 o= DNLAN(E » T )+ 2T, 0T ¢ 0 Ly
[p = rec) » re ' (14)
where T, ‘Wc,1§~ are the times required for the multiplication, addition
and subtraction of the square root operations respectively.

For complex signals with a great value of the base T/2/2 7T the N value con-
siderably exceeds unity and it can be said that the computation time (time
required for modeling the response function) is proportional to N2, There-
fore, the direct programming of expressions (7), (8) and (9) requires a
considernble computation time.

At the present time for computing expressions of the type (7) and (8) use
is made of the so-called fast faltung method based on the fast Fourier
transform algorithm [5]. Depending on the N value it is possible to use
two modifications of the fast faltung method.

If the value of the signal base TJ2/2 and the selected discretization inter-
val gives an N value which does not require use of external memory units of
a digital computer, it is necessary to use a modification of the fast falt-
ung method based on supplementation of the "grid" functions S..c[k], glk]
and g[k] by zeroes in a number equal to N [5].

With N values not making it possible to get by only with the operating mem-
ory unit of the digital computer, it 1s necessary to use a modification of
the fast faltung method based on sectioning [5].

The computation time required for obtaining 2N - 1 values of the response
function € (t) by means of the fast faltung method is approximately equal
to [5 :

(5] Tow S 4N(27, 47, )(309u N 4),

" 15
(BP = FFT = fast Fourier transform] s

A comparison of the Trec and T Fr values reveals a considerable advantage
of use of the fast faltung metﬁog for modeling the response functions in
the case of a large signal base.

On the basis of the above we developed a program for the digital modeling

of the response function. The bases for the program was a standard FFT
program, concise information on which was published in [6].
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The vrograms were prepared in the input language of a "Signal' translater,
belng o specific version of the ALGOL-60 algorithmic language.

- The results of the modeling are graphically registered using a FAK=P photo-
telegruphlie apparatus,

The set of programs makes it possible to model the response function with
allowance for the Doppler effect in the received signal Srec(t) as a fre-
quency shift or as a lengthening or shortening in time. The model of the
welghting function g(t) can be shifted in frequency for investigating the
possibility of use of a set of matched filters differing only with respect
to the central frequency, for processing the received signal Spac(t), being
lengthened or shortened in time,
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UDC 681.3:34,883
DIGITAL MODELING OF SEA REVERBERATION

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 59-65

[Article by V. V. Ol'shevskiy and V. A, Panfilov]

(Text} The development of methods for measuring the stochastic character-
istics of sea reverbearation in its different models, investigation of

the properties of reverberation at the output of data-processing systems,
and also solution of a number of other statistical problems, leads to a
need for modeling reverberation. As a result of such modeling we should
have sample sets of reverberation records and then it is possible to meas-
ure its characteristics and ascertain the adequacy of the adopted sto=-
chastic models and their statistical evaluations [1]. The number of ﬁk(t)
records of modeled reverberation in the sample set

R G I "

by virtue of the nonstationary nature of this process must be quite great
(tens or even hundreds of independent sample records) in order to ensure

a good accuracy. At the same time, stochastic models of reverberation (for
example, see [2, 3]), corresponding to different conditions of propagation
and scattering of acoustic waves, and also to the movement of scattering
inhomogeneities and acoustic antennas, are quite complex. Accordingly,

the algorithms for modeling reverberation are also complex. All this

leads to a desirability of digital modeling of sample sets of reverbera-
tion using modern electronic computers,

The simplest reverberation model F(t), observed at the reception point, 1is
a discrete canonical model [1-3] in the form:

Fie -3 a ) et @

where N(t) is the random number of elementary scattered signals arriving
1 at the reception point at the moment in time t; aj is a random value
characterizing the scattering properties of the i-th scatterer; £(ty) is
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a function of the change in signal levelduring propagation; e(t) is a
function determined by the type of emitted signal} tj is a random moment
of arrival of the i-th scattered signal. In digital modeling the repre-
sentation of (2) should be written in discrete form

) g Y
F/”)Aﬁ' d..;(ﬂod;:zg')C(ﬂ'”( '-dl',ﬁ‘) ) )

here :
t:nat , h=ﬂ:6t‘d;T,, w

where n is the number of the reverberation process reading; At is the
discretization time interval; OCy is a random value, distributed in

the interval (0, 1); T 1s the duration of the emitted signal; nj is the
number of the reading n corresponding to the appearance of the i~-th scat-
tered signal at the observation point,

On the basis of the discrete model (3) it is possible to write the follow-
ing representation for the k-th record Fy(n) of the reverberation:

Me{r) ’
ﬁ;(ﬂ) H‘E_‘n a,;j(ﬂ-dm' %)C{ﬂ-ﬂ“‘d‘;-};—). (5)

where the subseript k on the random parameters Ny (n), apy, & g4 and nk{
corresponds to the number of the modeled record.

Each reverberation record was modeled using an algorithm represented in
the form of the structural diagram in Fig. 1, which corresponds to the
model (5)0

The dependence of the reverberation record was ensured by the cholce of in-

dependent flows of the random numbers Nk, aki{ and olk4 for any pair of
records.

As distributions of the probabilities of random parameters for each n-th
reading we assumed:

-~ for Nk -~ the Poisson law

P{A’/ﬂ) <’W”)> e:t,o( <N/n)>) (6)

where <N(n)”> 1s the mean value for the number of scattered signals forming
the reverberations at the n-th moment of the reading, that is, in the in-
terval (ndt (n + 1)At);

-- for the ayy seminormal law with the probability density

wia/n) == exp(- ?.(n)) ae o=l

where dg(n) is the dispersion,

)
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== for /)y 18 a universal law with the probability density
W(t)= 1, ae [61], (8)

The nonstationary properties of reverberation were modeled using definite
laws of change of the parameters <{N(n)> , dy(n) and the Function f£(n).

As the emitted signal we used a segment of a sine curve with a rectangular
envelope

Cln) = Sint (a0, at), neld, %], (9)

and in this computer experiment it was assumed that ¢¢bT = 10 1.

_ Figure 2 shows typical sample records of reverberation obtained using a
_ BESM=6 computer,

The use of the modeled reverberation, taking into account its "carrier"
frequency, as shown in Fig. 2, is inconvenient due to the necessity for
making a great number of readings in time (in this case ecach record con-
sigted of 500 readings). A considerably more economical representation of
reverberation 1s obtained through its quadrature components:

Faln) = fiytn) @3 (r00t) =yt infre o), (109
a where E,', (7) =. £, (n) cos 9{.(0) .
Ftn) = £ () 3 ¥,1r) \ o

are the "cosine" (CK) and "sine"(SK) quadrature components of the k-th re-
verberation record, Ex(n) and Y y(n) are its envelope and current phase. -

The quadrature components ﬁcx(n) and %SK(“) of the initial process ?k(n)
were obtained by taking only those readings which differed from one another
by the value

.= 27

otw, ' (12)

We note that the conversion from reverberation records to the quadrature
components reduces the total number of readings in each record by a factor
of 10.

Figure 3 gives the quadrature components of reverberation corresponding to -
its sample records, represented in Fig. 2.

In the next stage of modeling after obtaining the sample records it 1is nec~

essary to confirm the correspondence between the adopted stochastic model

of reverberation to the statistical evaluations of its characteristics [1]. -
We will examine one of such stochastic characteristics -~ the autocorrela-

tion coefficient
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Fig. 2. Sample reverberation records f“k(n) with carrier

frequency taken into account.
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~ A
' Fig. 3. Sample records FC§(n) and Fgg(n) of quad-
rature components of reverberation.

46
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

FOR OFFICIAL USE ONLY

& Fri) Flnet) 2
,e.(’) = < Fimy - ! ‘ (13)

where n is the initial number of the reading, % = 0,..., T/A t is the cor-

relation shift, It 1is known [2] that for the adopted reverberation model.
(F:2) : .

;" Cn) C(nex) . (14)

Ip (2) = = 788
For an emitted signal of type (9) on the basis of (14) we find that

@(z) 2 {Iq,z/»'?,.—t) oSz, at) ., (15)

As a statistical evaluation of the correlation coefficient ﬁp('L) we used
the expression:

A N )
@)'ZEWEM” (16)
(.‘ - Aot I\ 0 ’
£ L 17
2, 0
where M is the number of sample records of the modeled reverberation.
A
" R
10 N

08

-qolr

Fig. 4. Computed reverberation correlation coefficient (solid curve) and
its statistical evaluation (circles) for sample set with M = 60 and M = 50,

Figure 4 shows the theoretical values of the correlation coefficient Rp(?)
computed using formula (15) and the statistical evaluations ﬁp(’z,) obtained
by the processing of a sample reverberation set in accordance with (16). It
follows from the comparison that at the correlation level the characteris-
tics of the sample set correspond to the adopted mathematical model of re-
verberation.
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UDC 681.3:519.2
DIGITAL MODELING OF A SAMPLE SET OF A NONSTATIONARY RANDOM PROCESS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 66-73 .

[Article by Ye. V. Kirillov, V. V. Ol'shevskiy and Ye. A. Savinov]

[Text] Many types of random processes in hydroacoustics are nonstationary.

- Such processes include, for example, cavitation noise, sea reverberation,
some types of direct hydroacoustic signals, echo signals, etc. (for ex-
ample, see 1-3), One of the simplest models of a nonstationary random pro-
cess )X (t) is a multiplicative constructive model of the type [3, 4]

. X(E=f®FE) ) (1)

- where % (t) is a stationary random process, f£(t) is a known (determined)
function.

In this case any k-th record of the Xy(t) process X(t) is determined as

Xelh) FOFO (2)
where g x(t) is a record of the stationary component of the process
: 20+ ()]

Tn modeling on an electronic computer we deal with discrete models, each
record of which X y4(n) is represented in the form:

- 1 (M fMF), ot 3

where n = 1,2,..., is the number of the current reading, the number of read-
ings is a power of the number 2. Ot is the time discretization interval,
The algorithm for the modeling of sample records

A e . A

Xn (rv) = f(n')jn (n)) (4)
is represented in the structural diagram in Fig. 1.
In accordance with this model, the initial mass of data used is the mass

of independent numbers {}31 3, which is then subjected to so-called current
weight summation [5]
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A ﬁa, A i
o)+ £
(5)
where ap are weighting coefficients whose values are selected on the basis

of the required stochastic model of the process %(u), N is the number of
the summed independent values

fiporpania Croniiae

i Coat

S
- ' A’ 371}

i A ) ¢
Popriupo Nepenno A
n)J(n) | Beidopounsie

7 AL f( )}( ) Pea;umquu.

Fig. 1. Structural diagram of modeling of sample records )Atk(n) of nonsta-
tionary random process

KEY s
A) Program for generation of independent random numbers (gi)
B) Formation of function f(n)
C) Moving summation...
D) Multiplication...
E) Sample records

Then an electronic computer is used in modeling the function f£(n), and then,

in accordance with (4) and (5), we obtain sample records of the nonstation-
ary process

A X A
% (W) 2 (M 2 @il - (6)
o
In the described computer experiment a BESM-6 computer was used in modeling
the g; numbers conforming to a Gaussian distribution with a zero mean value
ind a unitary dispersion and the values of all the ai coefficients were

assumed equal to unity. Such af = 1 values correspond to the following
- autocorrelation function of the ergodic process s, (n)

. i)

_ Byce) 1y (1~ 5 AL %))
where d 3 is the dispersion of the process.

The distribution of the probabilities Xz (n) should be Gaussian.

As the £(n) functions we used such

_ [ ICK {4 v Sen (9}/‘_’%2‘,,,)‘ (8)
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where m is the modulation intensity coefficient, Ng 18 the number of read-
ings of the function In the period of the modulating harmonic osclllation,

and also
. A
fim v exp( ), ()

where N¢ iy the number of readings in the time interval in which f(n) de-
ervases by a factor of &,

The characteristic sample records ik(n) of the nonstationary process X(n)
are represented in Figures 2-4, Figures 2 and 3 give the sample records of
a perlodically nonstatlonary random process

N A 0
o) <[ Lo msin (0 5)] 20 G, o
! vor

and Figure 4 shows a record of an aperiodically nonstationary process

N
Xalr) + @2P( 1) 5 0ifhns 1
Vot

Now we will examine the correlation characteristics of the modeled random
process X (n), whose records are determined in accordance with (3) and (8)

X, (r) [1+msin(n %’(;z-)]j,‘(n), (12)

where %x(n) 18 a record of the ergodic process 5/(11) with the correlation
Eunction (7). According to the classification of the stochastic character-
istics of hydroacoustic random processes 3 we should consider three types

nf correlation functions, to wit: t is the current (in this case n-current)
correlation function

B, (1.2) =< 2e(A) 24 (n12)> :@éé‘ 2u(M) T4, o
Q=294 . 4
and k {s the current correlation function
— P
B8, (K1) 2 2, (n)7, (nr7) =”&‘m #prg(n)zx(fw), ‘ Me2pd  (14)
o0 ney

is the mean correlation function

¥y ~ .
8. (v M) 2e(118)> = irny iy L .
2 ):(Ju'():( ) Q&”,&%aﬂ’g)’gp&(”)&w“} (15)
Here By (n, 7 ) characterizes the nonstationary properties of the random pro-~
cess, Bx(k,7 ) characterizes its inhomogeneous properties, and Bx(Zz ) char-
acterizes the properties of the process as a whole.

First we will examine the n-current correlation function. According to (12)
and (13)

4
alim &3 [1+msin (0 ZE ) fremsingneyZ5F o, (ne )
B.(n) aﬁ’LaE..g, W X[ el L AL (16)
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Fig. 4. Sample records )Z (n) of aperiodically nonstationary random process
wlth modulating function %n = exp(-n/Ng); Nf = 120,

Bearing in mind that . . ¥
Br(z)=</"x(m{mn»=ad':“7 ):gxm) ftaey an

Kae

is the correlation function of the ergodic process 5/(n) of the type (7),
for By(n, 2) In accordance with (16) and (17) we obtain

o , ’ar i
Bz(n'z;m{r[{.mm{(mz)%{}”ummmm)]{l"Li') (18)
in accordance with the definition

B_& (n2) = mf’v)c/.b(mb) R, (n Y, 9

where dx(n) and dx(n + 2) 1s the dispersion of the process X(w) at the
times of the reading n in n + 72, and Ry (n, 2) is the correlation coef-
ficient. Comparing (18) and (19) we have: :

&) 2d)[1+msin(n 35)]'
2
(1) *d; [ 1+ msin(taee) %rf‘f

It follows from (20) and (21) that only the dispersions are dependent on
the current time reading and the correlation coefficient is not dependent
on n,

(20)
Ry (ogt) « (1-21) (21)

Now we will examine the k-current correlation function. According to (12)
and (14)

P
B,(i2)= i ;’,‘Z%[Irmsén(ﬂ EMtmsintwn) B Fun) f o) (22)

After the corresponding transformations expression (22) is reduced to the
following form:
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B, (0 +[1 + F cos(2 5] B, (2),

(23)
where : P
S 1y
. Bj(”) = Ja(n) fotarv) ’,f:’;”ﬁ,,é,‘,f*(”)f" (n+2) 2
Taking (7), (23) and (24) into account, we find that
B, (ko) d[ 1+ Meas(z BN (1-5), (25)

. It follows from (25) that the dispersion dx and the correlation coefficient
Re(k, T) will be equal, respectively, to

q

Go=d (142 (26)
05(2 W, e
| Rt LR =)

An analysis of the derived expressions (20), (21), (26) and (27) shows

that the considered random process X (n) is nonstationary with respect

to dispersion (t -- the current correlation coefficient -=- is not dependent
on the reading moment and the modulation intensity coefficient) and is homo-
geneous; however, k -- the current correlation coefficient -- is dependent
on the modulation intensity.

A -~
Rx(n,2) . ﬁl(nm
19 l 10 H |
0~-m=0 . \ O=-Mm=0
08 3 ' 08 |—\ | Q-M20
=M= : -m=025
4\o 4_”':3,? _ g‘: ///a.m=o,9
06 a .06 )
4 \ A
3 ,
0.4 . 04—
S . . \
02 ANy .02 \:. 4
. T\&L‘! .,
0 2 4 € 8 0 0o 2 4 6 8 10 |
a. - ' 5.

Fig. 5. Statistical evaluations of correlation coefficients. a) t — current
correlation coefficient Q = 205; the sciid line represents the computed val-

ues Ry(n, ) using formula (21); b) k ~- current correlation coefficient, M
= 2048; the curves represent the computed values Ry(k, 2 ) using formula
(27).
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ure 5 represents statistical evaluations of the correlation coefficients
(V) corresponding to expressions (21) and (27) on the agsumption that

N'= 10, N, = 10, that is, the correlation interval of the §(n) process
colncided with the period of the modulating function.

As indicated by the eited curves, at the correlation lavel of the descrip-
tion the random process was modeled satisfactorily,

1.

3.

5.
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USE OF MULTIVARIATE STATISTICAL ANALYSIS METHODS IN HYDROACOUSTIC DIAGNOSIS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 91-96

[Article by V. M. Levin, V. P. Lesunovskiy and V. K. Maslov]

- [Text] The construction or repair of modern hydroacoustic complexes in some
ceses involves the necessity for working under water with power or mechan-
ical equipment. Deep-water drilling, deep pumps of oil wells [1], the under-
water grader of the "bed" under hydraulic structures, etc. operate under
water,

An increase in the reliability of systems and apparatus, the need for rou-
tine monitoring of their technical condition, and also the considerable
expenditures arising during lowering and raising, make it desirable to carry
out the monitoring of operating regimes and technical conditions during nor-
mal operation. However, the specifics of underwater operation frequently
make it necessary to check the apparatus without direct contact with them,
for example, on the basis of the noise emitted into the water. Examples of
acoustic diagnosis of engines and mechanisms are known (2, 3].

In this paper we give the results of an experimental investigation of the
possibility of automatic monitoring of mechanical systems and diagnosis of
their malfunctions on the basis of the emitted hydroacoustic noise. The
complexities involved in ensuring water-tightness and underwater descent
led to the following experimental scheme: the apparatus to be monitored
was mounted on a light barge, the receiving base was lowered under water
to a depth as great as 50 m. The investigated objects were three diesels
of the 2MCh make (two-cylinder, four-stroke), mounted in turn on the barge.
The experiments were carried out periodically over a period of two years.
Two "typical" regimes were selected for control purposes: P; -- a normal
operating regime, P —— the engine operated with one "damaged" cylinder.
The received hydroacoustic signals were subjected to 1/3-octave spectral
analysis in the infrasonic (25 cps 4 160 cps) and sonic (160 Hz + 1.0 KHz)
frequency ranges. Each measurement was represented by 19 spectral para~
meters (the 18th and 19th parameters are the integral levels in the in-
dicated ranges) or according to the geometrical interpretation [4] -- the
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vector (point) x in 19-dimensional Euclidean space of the spectral deserip=-

tion X, The total volume of measurements is 119 records In the first regime
and 133 records in the second regime.
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Fig. 1.

The random nature of the appearance of vibroacoustic signals, the complex-
ity of the processes of their transmission into the water and propagation
in it and the individual peculiarities of the engines to be monitored for
all practical purposes do not make it possible to describe a "spectral
model" of the malfunction in definite terms. In addition, the received
signals were encumbered by noise by the background of other operating mech-
anisms and the measurements themselves were displaced in time and carried
out under different weather conditions. Therefore, for detecting the diag-
nostle characteristics of condition of the engine on the basis of the char-
acteristics of underwater noise we used a statistical model of the theory
of image recognition [4, 5].

~ Figure 1 shows the mean sample spectrograms of "properly operating" and
"unfit" (p) classes, the standard deviations 1 0} of levels in each fil-
ter and the extremal (maximum and minimum) sample values of these levels.

The figure shows that on the average the noise level for the improperly op-
erating engines was somewhat higher than for the properly operating en-
gines. In the Euclidean distance between the sample means, equal to P =
6.75, the greatest contribution was made by filters 1, 3 and 4 (25 Hz, 40
Hz, 50 Hz), which reflects well the appearance of a sound series with Af

= 12.5 Hz (25 Hz, 37.5 Hz, 50 Hz...).

However, the differences between the classes, noted on the basis of the
most stable characteristics (mean spectra), completely level out the vari-
ability of individual records (see Fig. 1), At the same time, in an analysis
of the correlation structure of the spectral makeup of underwater noise

we discovered quite high levels of statistical correlation between indi-
vidual parts of the spectrum reflecting the noise of both the well-function-
ing and malfunctioning engines. For example, the correlation coefficients
between "distant" (nonadjacent) filters attain 0.8-0.95, which can be
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Table 1

Housp : Boawumua juouop ; Boxnuusa ; Houep i Boauuuka
WIsToa; Kyni , (BRI Ko o3 WM P Kge g
1 0,67 7 u,16 13 0,05
2 . 0,08 8 0,08 I4 0,00
3 0,30 9 0,01 15 . L,0I
4 0,32 10 0,02 I6 0,09
5 0,01 i1 0,01 17 0,18
6 0,02 I2 0,07 I8 0,20.

. 0,03

KEY:
1. Number of filter
2. Value qui

In the first approximation the information content of individual spectral -
parameters for identification of properly operating and malfunctioning
engines can be evaluated using the one~dimensional separability criterion -

Kqpi [4]:

/

- ’&:'f@f/ ,
Gg-f * Gﬂ'

where Mgy, Myy, Oqi, Opi are the mean values of the investigated regimes
and the standard deviations in the i-th filter.

24
16 W
08
- ,Eih
B! ) ] ~
i b . b
e 0 15 ~
i} Fig. 2.

The values of this criterion cited in Table 1 show that the initial spec-
tral characteristics are poorly adapted for differentiating the investigat-
ed conditions of the engines (all qui<'1)’

For forming of the "adapted" description (discriminant criteria) and "con-
centration" of the separating information we used the methods set forth
in [4, 5]. The algorithmic criteria were formed from the "instructional"

material formed from the 19th and 13th records of the first and second

classes respectively.
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The criteria subspace base was determined by solution of the system
(fo= A, R) W, =0 (¢+42),

where Wi is the base spectrum (algorithmic criterion); ¥ is the weighted
interclass matrix of covariations of the spectral makeup of engine noise;

R is the averaged intraclass covariation matrix, A; is the Lagrange fac-
tor,

The system of base spectra Wi can be regarded as a system of linear fil-
ters in the frequency region for which the base spectra nlay the role of
the "pulse responses" of these filters and the signal is the spectral
makeup of engine noise,
59
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The experimentally determined algorithmic criteria can be interpreted as
some diagnostic combinations of spectral parameters. An analysils indicated
that the first diagnostic combination (W1 eriterion) carried the most in-
formation. The value of the one-dimensional separability criterion accord-
ing to this Wy value is equal to 1,846, that is, exceeds by a factor of
almost three the similar criterion of the most informative first filter
(qux‘l = 0. 67) .

Figure 2 shows the information content of the spectral characteristics com~
puted independently of one another (K i)' and with their statistical cor-
relation (| Wi{| ) taken into account.

Figure 3 shows the spectral distributions in the two most informative (with
respect to Kgpy) coordinates (algorithmic criteria) W1 and Wp. The blacken-
ed symbols represent the instructional sample.

Figure 3 shows that the investigated conditions of the engines are quite
reliably differentiated using a very simple threshold rule:

- M ‘,:z: <& well-operating engine;

‘5," fox: >8va damaged cylinder.

The distribution of the test records makes it possible to conclude that
the Wi criterion has high extrapolation properties.

Thus, using the methods of multivariate statistical analysis the differ-
cnce in structure of the spectra for well-functioning and improperly func-
tioning engines could be described by the one algorithmic criterion Wi. The
latter has a low "semsitivity" to the measurement conditions and individual
peculiarities of the specific engine.
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FFT EQUIVALENT OF THE WIENER~KHINCHIN THEOREM FOR A NONHOMOGENEOUS
NONSTATIONARY RANDOM WAVE FIELD

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 109-111

[Article by V. A. Geranin]

[Text] The spectral-correlation analysis of spatial~temporal information
systems with use of a fast Fourler transform is possible if the character-
istics of the effect are represented in the form of a finite Fourier trans-
form (FFT).

The FFT described below is an equivalent of the Wiener-Khinchin theorenm

for a nonhomogeneous nonstationary random wave field. We examine the acous-
tic field ¥{x, y, 2z, t) in the water (z>0) excited by a "noise spot" sit-
uated on the plane surface z = 0 of a deep sea.

A pair of FFT, relating the field and its spectral function S(kyg, ky, kz,
«w), has the form:

Nt v
p**(na,, ma,, 24 ,,;‘A} (;;ﬁ‘“ﬂ.gﬁ S***(p#;, 5, 9%, ) (1)

" WW'W ~Sl"%“fl i
l ’

S"-'cop 37 -97 )- 4 A, %,é; & nua(nd,, ﬂ?é"‘o',lo‘)a

- o )
‘UV” Nv, myl

where Dy, Ay, A,, A. are the quantization .intervals in space coordin-
ates and time respectively, V¥ x, Vy,7gz,vws are the quantization inter-
vals for the space frequencies ky, k,y, kz and the frequency e,

2z . 2% %
AZ-W;,AI?V-%,AJV‘-W;,A‘V‘-%, ()
G WGRy-(F R -5 ) _ (4)
'(/.U" /'(JZ‘IA) (5)
62 .
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The Wiener-Khinchin theorem applicable to a nonhomogeneous nonstationary
random wave field in FFT language 1s represented as follows:

5”““”““”(/7,4,., m,Ay,a/Aar)‘tAf"nJA*’ my by, ?4153:1‘304):
Nt Mol ot Bl Rt Wt ; g0
I R 57 e, S0, % %iR% %Y1 9t Y (6)

- " T ¥ R W TR EW|
‘W@f Faﬁ)‘ M 7] lﬁl"“ % (] %
e

T (PP, STy 9V PV, StV Ga Vi) =
L oa '

) N Al 44 K J’H'-_{-/ !:/ "%.-/ ol reanoy .

T O S B B e may, 0,41 04
3£ 40 2080 8,00 Yy a0 $y a0

2 4‘/ /”{/J'y, 0, ¢ A.,J/ Wﬂ.'(giﬁ' P 05/‘”4,‘ (/’lﬂ/-/cﬂ.:/”/m’(-cm -~ S

Here '

B0, Yo e, 2, y;,z,,fl/

Yl £y, e ; £, £y, 0)

(7)

are the space-time correlation function and the frequency and direction
correlatioa function respectively.

The spectrum P (kx1, ky1, WJi; x2, y2, 22, t2) [1] and the field spatial-
temporal correlation function form a FFT pair in the form:

8"'"""‘/,7, Az, M8y, 2085,41 0, b, M dy, 20, J}AJ/:
bt Ap-t vet trreese - (8)
=V Wy 2 2 ;?:; @ (Prva, 50y, 8, Vw; 02b2, M1 0,
Rolh=ti),  PlUP) = SeftHy-t7) -t
2 8e, 07 8¢ / W, . Wy ’ /ZV“"' e ./,

arreve . ) . .
@ /'D/Vw,tsr Yy, @eVes ;000 e, 172 0y, O, o At‘/:

Nax Aﬁﬁd‘ St Ayt 4ot freees : (9)
B ey —a% a;:a%:a.g fﬂ' A, P11 Ay, 0,d7 Ae

~g,0070) Al =1y So ( aer=ey)
182, 07284,0, 0280 ) W, " W " W,

The field spectrum and the frequency and direction correlation function
are related by the expressions
T D s 81 Py, Qi Ordx,mz By, udy, dide) =

. IU 4y~ 4 re (10)
= P Vy V“’JZ’:Z;,Z ;.’/" “'-{py Pz, 5 P, 2, Vw;’i’Vz,&@,g‘p Peu)
) <0 SisOgpe0

-5 - p )& P, (&%), Za-E.)%
x W, B1-24 'M“z("‘ /UNW,’ J l.u/;,)(a ./ a}
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the FFT pair relating the function of the difference arguments for time,
coordinates, frequency and directions with the spatial-temporal correlation
function reads as follows:
@ T ey by p s, BB n, Ay, Oy PO).S
e 4

o Azdyal Z5;15;;16puoawa[(-”'gjd;’(f)h‘ﬂ/dy, o, /Ja’f}AJ,‘
(_.’Ij“ Aeg w00 ti0

(12)
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AR L 8) Be, (10l ) By, (24@) Be 4 (S0 9) b2 (13)
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The relationship between the function of the difference arguments for time,

coordinates, frequency and directions and the frequency and directions
correlation function is expressed as follows:

wymnn
&£ wwym "(fo'//Vy;/"V“'}‘ JA:, d,dy‘, aA,"FA,/z
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=Wy 2 22 QT
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Finally, the relationship between the function of the difference arguments
and field spectrum in FFT form is as follows:

AL AL . ﬁA ! dA aAbx .AJ)":
2 / V=, Vi Vy, V.U) 5 z, ¥ s I_P
=1_2_4'_A,H‘_5.‘_2£_&.V:.“. Y ACOR Y e qb““"(/o Ve, SVy; 73 Pw (16)

P i) v APEIIA A O
ax, mdg, 0 toe | W W Wy v, ,

P (0 Va, Sy, g Vw; N8, 28y, ¢oe)=
B _Bedy0u VsV WHL G L

vunana
: ) ZZ (f Ves By, 0 s
@K fe0 Mo pip b0 #e0 pro .

. 4Pt MY BoIN . (SR I o (- €0 E)2
84z, sy, 0,_}’41/7’/;,' ‘W;':/ 4 ‘”;'y 7“'4

(J.Y)" Pi0 §55 920 270 svs0tr0

a7

64
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000100070042-7

FOR OFFICIAL USE ONLY

BIBLIOGRAPHY

1. CGeranin, V, A,, "Spectral-Correlation Structure of Continuous Non-
stationary Random Wave Fields,'" TRUDY 5 VSESOYUZNOY SHKOLY-SEMINARA
PO STATISTICHESKOY GIDROAKUSTIKE (Transactions of the Fifth All-Union
Seminar School on Statistical Hydroacoustics), 1974,

COPYRIGHT: Notice Not Available

5303

CSO: 8144/0938

65
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000100070042-7

FOR OFFICIAL USE ONLY

unc 534.883.2

INFLUENCE OF DISCRETIZATION AND QUANTIZATION ON THE CHARACTERISTICS OF A
DIGITAL QUADRATURE~-CORRELATION DETECTOR

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY~-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 112-116

[Article by K. B. Krukovskiy-Sinevich and V. V. Mikhaylovskiy])

[Text] The use of complex sounding signals in echo sounding systems makes
it possible not only to increase considerably the reliability achieved

in detection, but also to increase resolution with respect to both range
and velocity. In this connection, recently studies have been carried out
for creating quite reliable and small processing devices for investigating
the fine structure of the echo signal. One of the most promising directions
in the creation of such devices is the use of digital devices, and espec-
ially quadrature-correlation detectors.

By their very nature digital processing systems require preliminary time
discretization and level quantization of both input and reference signals.
In this process inevitable losses arise in the form of a deterioration of
noise immunity and distortion of the output signals. For a number of prob-
lems it is necessary to use such digital processing methods for which the
discretization procedure with an insignificant deterioration of noise im-
munity would lead to minimum distortions of the shape of the processed
signal. At present there have been no systematic investigations in this
field whose results would make it possible to formulate requirements on
the number and distribution of the time- and level-quantization intervals
with stipulated distortions of the shape of the processed signal. It is

of interest to investigate the errors of a uniform approximation. This
field of mathematics does not have such a powerful and quite simple basis
as the theory of a mean square approximation [1]. As a result, use here
is made of methods for modeling on an electronic computer. The authors
selected precisely such an approach., The modeling was carried out for a
quadrature-correlation detector for which the reference signals with an
accuracy to the initial phase coincide with the expected signals.

As 1s well known, the signal at the output of such a detector is a func-
tion of the relative lag (7€) of the input and reference signals and is
described by the expression:
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where U (t) is the input signal, U () is the output signal, A(t) and
¥ (t) are the envelope and modulat%ng function of the echo signal.

The computations were made both in the case of a fixed and a uniformly mov-
ing target for two types of signals:

-~ gignal with linear frequency modulation
U ) cosfos,t + pt’e 2 ] 05t 7

-~ gignal with quadratic frequency modulation
Ull)s cosfwtspl’oq] 0stsT

In addition, we studied a detector of a linear frequency modulated signal
- with welght processing by the Hemming method [1], where

P,
A)~ 008+ 0,92 cos'f5( =E)]  ostsT
After substitution into (1)
Ult-r)= cosfwn(ly-1)e lE-7) ¢ 4 7

and simple trigonometric transformations we obtain:

_ ()= fteas/ ) @ Joosfe-2) ot
*l_/fﬁ‘/wh/ V1) @ ] sinlet-)ot) % (2)

'(/rl///-‘lhfwﬂﬁ %]MS[?/{-d/ﬂ - .
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In accordance with expression (2) the model for the digital detector was
formulated using the following algorithm:

Ul ) Jl 55 A )eorl ol Fotg Jeosl et~
5 ) snfetf)es ponlute- F )
(& ) sinlife) 4 JosLelF x- ot

Neiof

-5 al)oslulF o) u ) soletie- ST
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where U ('ﬂi) is the discrete value of the detector output effect; N is
the number of signal discretization intervals, 1 = 1, 2,404N

i LU e
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Fig. 1. Influence of quantization pro-edure on magnitude of side labes of
processed signal: a) LFM-detector with weight processing by Hemming method
in case of a fixed target; b) LFM-detector with weight processing by the

Hemming method with Afaqq = 0.25fdeviation; ¢) LFM-detector without weight
processing; d) detector with quadratic frequency modulation.
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- T =03 [§]
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-

(74

Fig. 2. Output effect of PRIS filter. Fig. 3. Output effect of digital an-
alog of PRIS filter with inversely
proportional weight processing.
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N 14 the number of gignal diseretization intervals, 1 = 1, 2,,,.N.

The program for determining the input and reference signals provided for

the use of a floating decimal point with six decimal places, For modeling
the level quantization procedure the reference signals were rounded off,
taking into account the required quantization interval. The results of the
modeling, presented in Flg. 1, make it possible to evaluate the dependence
of the inerease in the relative level of the secondary side lobes with a
decrease in the number of the quantization intervals. Figure la shows the
characteristics of a detector for a LFM signal with weighting processing by
the Hemming method for a fixed target for different coefficients of signal
complexity q; Figure 1b shows similar dependences for a moving target,

where A fhoppler = 0.25 £ of the deviation. Figures lc and 1d make it pos=
sible to evaluate the funfluence of the quantization procedure for a LFM
signal without weighting processing and a signal with quadratic ¥M with the
complexity q = 15. In an investigation of the influence of level quantiza-
tion for quadratlc FM and for FM of signals with Doppler distortions (Fig-
ures 1b-1d) there are definite methodological difficulties attributable to
the fact that quantization leads to a different change in the levels Up(T)
with different ¥ . In these cases an evaluation was made of the maximum level
of the side lobes for T>M7?y, where ¥ is the interval of strong correla-
tion of the undistorted signal, M is a natural number. As can be seen from
the curves shown In Fig, 1, a decrease in the number of quantization in-
tervals to 16/8 for positive values of the reference signals and 8 for nega-
tive values does not lead to significant distortions of the processed signal.
It must be taken into account that the number of quantization intervals for
the input signal is selected on the basis of the required dynamic range.

The distortions in the shape of the output signal caused by uniform time
discretization were examined in considerable detail in the periodic liter-
ature, For example, the author of [2] determined the mean square error in
distortion of form for digital detectors, and in [3] -- for discrete-analog
detectors. Considerably lesser attention has been devoted to the errors caus-
ed by discretization, the frequency of which 1is also a function of time, al-
though the use of such a procedure makes 1t possible to simplify the digital
processor [4]. For example, the author of [5] proposed the analog device
PRIS, a {ilter constituting a delay line with "branches." In order to com-
pensate the energy losses caused by a decrease in the number of "branches,"
the author proposes that there be a corresponding weighting processing of
the signal before the summator. The value of each pérticular weighting co-
efficient is directly proportional to the lag introduced by the delay line
between a particular and adjacent branches.

A discrete variant of such a device would be a quadrature-correlation detec-
tor in which the input oscillation would experilence discretization with a
constant frequency and all the samples of the reference signal, other than
the maximum values for each half-period of the modulating function, would

be equal to zero. The amplitudes of the remaining samples should be direct-
ly proportional to the time interval between the corresponding zeroes of

the modulating function. It is evident that for such a detector of the LFM
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signal the number of multiplication operatlions in each quadrature chsanel

1s reduced by a factor of approximately 3. Modeling indicated that the out-
put effect of such a detector has a conaiderable increase in the secondary
side lobes (Fig. 2). In actuality, an increase in some samples at the ex-
pense of others seemingly leads to a "constriction" of the reference signal
energy to individual diserete intervals and accordingly to an increase in
the crosas-correlation interval in the case of sufficlently great delay times.

Proceeding on this basis, in order to decrease the level of the side lobes
it is desirable to decrease the remaining samples, not increase them, Fig-
ure 3 shows the output effect for the detector of a LFM signal for which
the levels of the remaining samples are inversely proportional to the
time interval between the corresponding zeroes of the modulating function.
A comparison of Figures 2 and 3 shows that such a representation of the ref=-
erence signal makes possible a considerable decrease in the level of the
side lobes of the processed signal, However, it must be taken into account
that such weighting processing leads to a decrease in the noise immunity of
the detector. Therefore in the designing of devices of such a type the op-
timum technical system solution must be sought as a compromise between the
mentioned factors.
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SYNTHESIS OF HYDROACOUSTIC SIGNALS IN THE REGION OF STRONG CORRELATION OF
THE VELOCITY~LAG UNCERTAINTY FUNCTION

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 117-136

[Article by K. B. Krukovskiy-Sinevich]

[Text] #1. Introduction. In connection with the complication of the tac-
tical problems to be solved by modern echo sounding systems, the problem
of the synthesis of complex signals with a stipulated uncertainty (ambig-
uity) function during recent years has been devoted considerable atten~-
tion. In particular, we should mention studies [1-5]. However, the mention-
ed studies are characterized by definite limitations which are caused to
a considerable degree by their radar directivity, Radioelectronic sonar
methods are characterized by the following relationships:

-~ the velocities of the targets are extremely small in comparison with
the velocity of signal propagation;

-~ the required time resolution (lag) is considerably less than llfDop'
where fDop is the Doppler shift of the carrier.

In these cases, as a rule, it is possible to use a simplified form of the
two-dimensional velocity-lag uncertainty function proposed by Woodward:

' ‘ \
é’(r,.{q)nfs(t-f)s-(nf}ezp/my;mtdt, o
[gon: Dop] where s(t) is a complex signal (complex envelope).

For an uncertainty function of the type (1) it 1s possible to develop meth~-
ods for signal synthesis in a quite general form. Use is made of the con-
cept of distance in some generalized space and a signal having the uncer-
tainty function closest to the stipulated function is determined [2, 5].

- In addition, if i1t is assumed that the uncertainty function is described by
(1), it is also possible to formulate the conditionp under which it can be
applied (2), (5). However, it appears that known methods of signal synthe-
sis using a simplified uncertainty function are still far from that which
could be used extensively in the planning of echo sounding systems.
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We will noﬁ& only the two most important reasons for such a situation.

\Fa ¥
If it is unﬁ‘ wn whether the stipulated uncertainty function is practicable,
it is impossible to guarantee a high accuracy in the approximation to 1t;
existing methods make it possible to evaluate only the mean square approx-
imation (2). For practical purposes, however, it is important to ensure a
uniform approximation, which, in particular, guarantees an admissible lev-
el of the secondary maxima of the uncertainty function.

- On the other hand, the evaluation of the practicability of the uncertainty
function involves solution of an essentially nonlinear integral equation
(2), (5). At the present time we know of no effective methods for solution
of equations of such a type, which puts in doubt the practical possibility
of checking the uncertainty function using the practicality criterion.

In the synthesis of sonar signals the situation is aggravated to a still
greater degree. In this case these methods are essentially inapplicable
since in the case of sonar detection of targets:

~-- there are relatively great ratios of target velocity to the velocity of
propagation of an acoustic signal in the water (up to 0.01-0.02);

~- the extent of the targets is great, as a result of which the required
time resolution (lag) is considerably less than 1/fpqp.

Therefore, the synthesis of sonar signals must be based on the concept of

a generalized uncertainty function. At the present time there are no gen-
eral methods for the synthesis of signals for the generalized uncertainty
function. There has been adequate solution only for the problem of synthe-
sis of a signal invariant to the Doppler transform of the spectrum (6), (7),
(8), (9), (10). Such a signal ensures the worst velocity resolution with a
stipulated time (lag) resolution.

We will show that there is a definite possibility of applying the Sussman
method to the generalized uncertainty function.

Adhering to Sussman, we will write the sought-for signal in the form of the
- sum

S(t) =;Szfs(t) ’ (2)
where fi.(t) form a full orthogonal system of base functions.
We will assume that series (2) converges uniformly. Then the generalized

uncertainty function for a signal with a unit energy will be equal to the
sum of an also convergent double series

x yrat) -fszm-)s'[tma)]dt =22 5B Yom (7, %) 3
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Here ,
Vom (G) = [feterif, [trva)] at, -~ a - EE, )

V 18 the radial component of target velocity relative to the sonar; C is
the velocity of propagation of a signal in the medium.

Assuming that there 1s some signal ¥'(t) which corresponds to a stipulated
uncertainty function Rg(%,*) and that for this signal the series

f(t) -};ﬂ Felt), (5)

converges uniformly, we will represent Rg(T, <) in the form

R(a) = 322 Rom Yo (7, 0). 6)
In accordance with (1.3) and (1.6) the closeness coefficient will be equal
to

) = ' ' M

o(7,4) 49€%§:§;%§;§; Axnw95}§;7éz ’

where .

Awmap = G d)%(r,a )deda
- (8)

Then the synthesis problem, according to the ideas of Sussman, is reduced
to the selection of the coefficients Sk, maximizing c¢(T,o¢) under the con-

dition sy
2o 15d*= 1. )

[Such normalization makes sense 1f with a definite degree of approximation
we consider the volume of a body of uncertainty to be independent of the
signal.]

Since expression (1.7) can be reduced to the form

C(’L',(—f)“'?e;,zn;.gcm Sc Sy, 0
h .
7 where gm,~ = ZZ p@ Amﬂp ,
. a/ ) (11)

it forms a quadratic form relative to [symbol omitted]. Thus, synthesis of
a signal on the basis of the generalized uncertainty function, the same as
- on the basis of the simplified uncertainty function, is reduced to the

problem of maximizing the quadratic form under normalization conditions.
llowever, synthesis of the generalized uncertainty function on the general

basis of its envelope has not been considered at all in the known litera-
ture,
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Thus, the solution of the problem of signal synthesis on the basis of the
generalized uncertainty function is extremely complex and at the present
time we do not know any means which could lead to constructive results.
Nevertheless, in developing new sonar systems it 1s an urgent matter to
synthesize complex signals having a definite (and not the worst or best)
accuracy in measuring range and velocity. It is well known that this reso-
lution is almost entirely determined by the extent of the region of strong
correlation of the uncertainty function. Therefore, in this study the re-
quirement on correspondence between the stipulated and synthesized uncer-
tainty function is limited to the reglon close to the main maximum. In ad-
dition, it was assumed that the synthesizable signal 1s related to a class

of signals of the type e e e
. a@cos[%k(ﬂ], [t<T,

- U=y o, 1tl> T, a2
where 0, (¢) g'é;i;'a‘"t';.w- -

The following argumentation can be cited in support of choice of precisely
this class.

On the one hand, the advantages of phase-modulated signals are well known.
On the other hand, U(t) of type (12) is a quite general form of registry
of a signal with intrapulse FM, In actuality, a continuous function, in
this case the FM law, in accordance with the Welerstrass theorem, can

with an accuracy as great as desired, be approximated by a power-law poly-
nomial.

Here it should only be added that for all practical purposes in real elec-
tric circuits there cannot be signals with a discontinuity of the instant-
aneous phase, despite the fact that in a number of cases it is convenient
to examine precisely such a model.

Taking into account the cited restrictions, we solve the problem of syn-
thesis of complex signals on the basis of the uncertainty function.

The selected approach makes it possible to carry the formulated problem to
a successful solution and develop a method acceptable for engineering prac-
tice and necessary in the planning of optimized sonar systems using complex
signals. This result seems ill-suited for practical application because

the difficulties arising here of a computational and fundamental character
are substantially greater than in the case of a simplified uncertainty
function.

In particular, we note the complexity in computing the expansion coefficients
(6). This difficulty is attributable to the fact tha% the base $ km(T, &)

is not orthogonal, since during movement of the target there is a change

in the time scale of the echo signal. It is known that in the case of
nonorthogonality the determination of the coefficients is reduced to zolu-
tion of a system of linear equationms.
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If the signal is of great complexity, as Indicated by an additional anal~
ysis, the number of equations is great and in a number of cases the re-
sulting system is slightly conditional, The slight conditionality leads
to considerable errors in computing Ryy, and accordingly, to a low ac-
curacy in approximating Ro(T, o).

Moreover, as a result of the extremely prolonged computations in connection
with the unsuccessful choice of Ry(T,o) the synthesized signal can be
unsuccessful in practical use., [For example, the peak power of such a
signal will considerably exceed the mean.] In this case the Sussman method
does not give an answer to the question as how to change Ro(T ,o) so that
the signal properties will change in the necessary direction,

Finally, we will mention what in our opinion is the greatest weakness of
such a method. Since the system of functions Prm(T,¢) for the general-
1zed uncertainty function 1s not orthogonal, in this case the assertion
of completeness of the system Prm(T,0¢) loses sc1se.

Moreover, it follows from the demonstration of the completeness of the base
functions, cited in the study by Sugsman, that evidently for the generaliz-
ed uncertainty function the system Pum(Ts0t) in a general case 1s incom-
plete. Our attempts to demonstrate the reverse were not crowned with suc-
cess. If the system ¢y ,(T, o) is incomplete, the errors in approxima-
tion of Rg(7,«) by the series (6) can be so great that the closeness
coefficient ceases to be a criterion of the smallness of the mean square
error in approximation. [The latter comment also pertains to extremely
wide-band signals when the volume of the body of uncertainty is essential-
ly dependent on the signal energy spectrum [14]].

As correctly pointed out by D. Ye. Vakman [5], equal difficulties are en-
countered in the synthesis of the Woodward uncertainty function, stipulat-
ed only in absolute value. In particular, it is unclear how to solve the
nonlinear integral equation determining the optimum phase of the uncer-
tainty function.

*kk
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#2. Synthesis of Signal With Unambiguous Reading of Lag and Velocity

Among the signals having a stipulated extent of the region of strong cor-
relation in velocity-range coordinates it is of particular interest to
examine signals allowing an unambiguity of both range and velocity in the
reading. As is well known, for such signals the maximum value of the un-
certainty function or its envelope, regardless of the velocity of motion

of the target, corresponds ta the relative lag of the reference and echo
signal, equal to zero. Here as a simplification we will limit ourselves

to an examination of a very simple correlation detector when the dependence
of the useful output signal on velocity and range is determined by the cor-
responding section of the body of uncertainty.

Proceeding on the basis of the requirements on unambiguity, using (12) we
we find the maximum value of the useful signal at the output [as a sim-
plification the attenuation of an echo signal during propagation and re-
flection was assumed equal to 0.]

a7 m . a1 .
g I
U )= §e s [2048 w aeht + it o (gl ]t +

(13)
T " .
+ %zfcox[dw.f -2 (rayati]at,.

where
a=2¥

V is the radial component of velocity of a target relative to the sonar; C is
is the velocity of signal propagation; a; = a@Jy is the carrier frequency,
which is assumed to be stipulated.

The first term with #oT>1 can be neglected. Then for [®¢1€1
U2 T A &, t: .
U (4) = .z.!.lr‘:os[c(td.t +d 2 ia Jat. (14)
We will examine how it is possible to ensure the necessary constancy Uj(o¢)

during movement of the target. A trivial solution of this problem is choice
of the signal parameters from the condition

/di”‘;ia‘.t‘/« -'gf,, (15)
Jo] T << & (16)

for

17 </G(/</a/ma::

In this case the cosine under the integral will be close to zero and Uj(«x)
is close to Uj(0).
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Such a choice of signal parameters is not always acceptable, since it fol-
lows from (16) that

T<< _Zlalum.c wy ’ (17)

Therefore, in the case of large Doppler shifts of the carrier the signal
duration is short and a high level of the energy potential of the sounding
signal can be ensured only by means of considerable pulse power,

However, there can also be another approach to choice of the modulation
parameters making it possible to synthesize signals of a considerably
greater duration with the same velocity resolution. In order to demon~
strate such a possibility, the argument of cosine in expression (14) is
written In the form

m . P 7.[LUA_ _L n
o, t + A E g tt = daw, aw, (18)
BRI . i
Co L a7
- my L@ T B L yaw T Wt +Z—‘—"5‘}»
4-Z;7mr'7ﬁ] caw T[4t v 2784
where t; = /T,

- It is known [L1] that the polynomial in parentheses in expression (18) with
an odd value can be transformed into a Chebyshev polynomial by means of a
correspondin:, choice of the coefficlents ay, In the considered case the
free parameters are AW, a2,...ay. For optimized parameters, when the
polynomial has Chebyshev coefficients, the following expression 1s cor-

rect
s & T [Cr]
/I')TJ,Z-’ -t ‘2; AU,_t/ < ! (19)
B where Cy 1s the leading coefficient.
We have[1l] W
&, " T
(20)
i On the basis of (19) and (20) we obtain
L mo ael, T/
- / Aw,t + o D, aa;t‘/ <'—./—;,—-* ’ (21)
. e

Stipulating the required constancy of a useful signal in the limits of the
working range of velocities (that is, the reading level of the region of
strong correlation along the velocity axis), we find the required degree

B of the polynomial S

M= T " (22)
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where 0<SMT<H2 Ls the maximum admissible value of the cusine argument
determined by the reading level.

[t follows from (22) that by means of an increase in the degree of the.poly-
nomlal It i3 pogsible to increase the signal duration by a factor of m in
comparison with a very simple signal without intrapulse frequency modula=-

- tiﬂno

Now we wlll evaluate the properties of a synthesized signal and in partic-
ular {ts wide-band nature. The wide-band nature of the signal, to be more
precise, the relationship between the effective signal band and 1its mean
frequency, is dependent on the relationship of the phase leads in the course
of pulse duration duc to the linear term and due to the nonlinear terms, in
this casge iinicii The mentioned evaluation 18 made easily on the basis of
expression (18), In actuality, the difference in the leads due to the linear
and nonlinear terms is determined by the difference between

” .
dp p o 1 Con. ST g *
g, o S5 L and L st (*11legible)

The maximum lead of the linear part 1s equal to
AP 4= m | Cyl/2m"L,

- The maximum value of the polynomial in the braces in (18) is limited by ex-
pression (19), Therefore, the maximum phase lead due to the nonlinear term
is approximately equal to

Com Cr_| c,
- | & ‘;Pnonlinl “/ P ﬂé‘hﬂi“/ = —5ui (m=1),
With m >1 ‘A(Pnonlin\ '—'-/-’15/.«,;% e~ /A'lpnwv.]. (23)

Thus, 1t 1s demonsti~: 2d that the contribution of the nonlinear part is of
the same order of magnitude as the contribution of the linear part, and
therefore the synthesized signal is wide-band with an effective spectral
width of the order of the carrier frequency. In the first approximation the
- range resolution is dete-mined by the effective width of the signal spectrum
and in this case is approximately 1/«fp, that is, with a stipulated carrier is
a constant value which cannot be changed by a particular choice of the mod-
ulation law. Accordingly, in the class of signals with a rectangular enve-
lope and continuous modulation there are no signals making it possible with-
in definite limits to change the relationship between velocity and range
resolution in the case of unambiguous measurement of these parameters.

There is ounly a relatively narrow-band signal with a range resolution of

the order of T, with a Doppler shift resolution of the carrier 1/T, and a
super-wide-band signal with a relative band of the order of 1 and a range
resolution of the order of f/fg, with a Doppler shift resolution of the car-
rier of approximately m/T, where m is the degree of the polynomial. Addi-
ifonal investigations of the quadrature-correlation detector, which are
omitted here due to unwieldiness, lead to similar conclusions.
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#3. Synthesis of Signals of Maximum Complexity With Ambiguous Measurement
of Velocity and Lag

In the preceding section it was demonstrated that in the considered class
of signals there are not those which would ensure a definite freedom of
selection of resolutlion with respect to velocity and lag with an unambig-
uous measurement of these parameters. Therefore, in this section we will
Investigate problems involved in the synthesls of signals in the form
(12) on the assumption that unambiguous measurement of velocity and lag
is absent.

We will limit ourselves to a case which is of the greatest practical inter-
est when the detector 1y a quadrature-correlation device with a reference
signal coinciding with the anticipated signal. The useful signal at the
output of such a detector in the case of relatively narrow-band modulation
and the presence of a relative lag of the reference and echo signals 1s de~
termined by expression (12)

i} @) *i-(flz.[r(r*a)ja,(x.r) x

» : 24
< :a.r/“:’n/rf"“)] - (ell f""f)}(&')z + (24)
+ -}(‘fm(/”[.z'(na)](l, (-t‘rz‘)Sl’ﬂ[(@,[;(,,a)/_%/‘r'[)} (/.l')"

where U,(x) is the envelope, ‘T is the relative lag of the reference and
reflected signals with which the useful signal at the output is maximum.

It 1s evident, despite the movement of the target, that UZ(OC) will be equal -

to the maximum corresponding to & = O 1if 1
cos (B [H1+)] ~ Gy (te7)} = 1, (25)
which 1is equivalent to )
) W, [t1+&)] = P, (t+T) =2T0 =0, (26)

It is impossible to ensure the equality (26) whatever may be the choice of
the parameters T, a,.045ap In any finite interval of o« changes.
ilowever, it is sufficient to require that -

[P, [L1+Q)] =~ Dt +T) = 270]< 74, (27)

- where 0< § < 1/2. 0<d<f 7

Under the condition (27) the value of the output signal is limited by the
inequality

UST(1-51F1)% U (R) 5 ST 1~ $(f)) cos Iz (28)
Fee.
79
FOR OFFICIAL USE ONLY
LA |

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000100070042-7

FOR OFFICIAL USE ONLY

On the basis of (28) it s possible to determine the requirements on the
synthesized signal, proceeding on the basis of the stipulated velocity dis~
- tribution, A second requirement is the accuracy in measuring lag (range).

However, range accuracy is usually unambiguously related to the effective
width of the sounding pulse spectrum (6), (3), (12). However, such an ap-
proach is possible only in a case if expansion into a Taylor serles is ap-
plied to the autocorrelation function (or its envelope).

For the signal considered here the second derivative of the autocorrelation
function becomes equal to infinity when L= 0, which does not make it pos-
sible to use a Taylor series.

In order to ‘avoid this difficulty, we will use a somewhat different evalua-
tion of the accuracy of range measurement. For this we will turn to an ex-
pression of the signal function in the case of quadrature-correlation re-
ception. This function with an accuracy to an insignificant factor and a
fixed target has the form [12]

8, (7) = f u, (z)u,(m-)m[wnr) -Q(t)]dt)* +

+ (j(( () Uy (2+T)siq [P(e +7) - go(t)}mc) (29)
where (f) o Za,t‘
In the region of strong correlation (small /T /) it can be assumed that
: % ,n1 a
cos[@(x o)~ PIE)] = £ Frera], (30)
- sia [Plze) = Pl2)] @, v '(e). (31)
Substituting (30) and (31) into (29), we obtain
§,(T)= (fa(x)l/ (£+0)d% - ‘
- (32)
](4 (2) (2 TP L)) +
+ z-z{.[(/‘(x) Uy (2 +T) Pl dx),
Since a region of small /T / is considered is considered, then
.’L‘fan(.z:)tl (z+7)[Plz)] dx = ) (33)
~ I_j'[/a (x)[w.c)] ar,
T fz/ (), fuz)‘l’(-t)d.t z"/l/ (z) a1z (34)
The autocorrelation function of the envelope has the form
Stz -2ulT(1-5)- (35)
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Substituting (33), (34) and (35) into (32) and omitting the power of T
above the second, we arrive at the expression

S, (t) = 2t/,‘7'“(/—§§.4)‘.,, 0077-4(75_)2 X

. (36)
T ’
| [t T [ 00
-7‘ -
hence the normalized signal function -
cs0r) = S8 (- 42L)
37

-4(£)/ 7"_[ [ ‘PTx)]‘z/.r-f[._f'QP’{x)aﬁc]‘ /.

Stipulating a weakening of the signal function with |T | = ”50| y We obtain
an equation limiting the values of the signal parameters with the accuracy
in measuring the lag -

. a
S(5) = (1-4 18-

I | (38)
B A0, 00, T) ¢ B0 T),
- ’ where »
P r . .
2R nT) = 7] [@a gz, (39) :
98}(a, ... a,,T) = j;‘/"(x]n’x. (40)

The use of inequality (28) and the expressions (38), (39), (40) makes it

possible to solve the problem of choosing the optimum signal parameters on -
the basis of the theory of orthogonal Chebyshev polynomials (polynomials of

the best approximation to zero). In actuality, substituting (23) into (27)

and grouping similar terms, we obtain

irs|Z 4, (41)

where Bi are coefficients dependent on the coefficients of the initial poly-
nomial ¢ (t), T and n. .

Normalizing time, after obvious transformations we have

d‘ﬂs/g; Cz'tlil- (42)
where tq = t/T, C; = ﬂi‘l‘i.
There is a single possibility of selecting the coefficients Cg+++Cp~1 with
which the absolute maximum deviation of the polynomial on the right-hand

side of (42) will be minimum (11). The magnitude of tlLis deviation is de-~
pendent on the leading coefficient and is equal to (11)

ji: C"t':/m& =/7C'%!'- ) “

“10
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The leading coefficient with |6¢|<€ 1 1s equal to

Gy = QyAm T, (44)
Then
o
: o« GG (45)

Equating the coefficients in (42) to the corresponding coefficlent of the
Chebyshev polynomial, we obtain a system of m equations

- G - = C,:,_, ’
6‘ - [o: . .

’

where C(i) is the Chebyshev coefficient.

Still another equation is related to the admissible change in the useful
gsignal at the output during movement of the target

z/,/a)>(/:(gr)a11,(0)A. ‘D<a<t, @)

where
- §1§1> a5 (1-4151) cosd. 47

The latter equation follows from the requirements on range accuracy (38).
Accordingly, for determining m-1 parameters of modulation (tdo =04 -

the carrier is stipulated), the signal duration T, the relative optimum lag
between the reference and echo signal T/T =%, d and n, we derived a sys-
tem of m + 3 equations and the inequalities (38), (46) and (47). The total
number of equations and inequalities is equal to the number of unknowns.
Since the polynomial (43) is a Chebyshev polynomial, its leading term with
stipulated m and § can be selected as the maximum value. Then it follows
from (34) that the proposed method makes it possible to synthesize a signal
of maximum duration. Due to the fact that the range resolution is stipulated,
this leads to synthiesis of the maximum complexity (base) signal.

Now we will examine the problem of chcice of the ® value with which it is
necessary to seek a solution of the mentioned syst:em. We will show that
for the parameters of a signal optimized with &« = Joe it is possible
with great accuracy to g arantee the relationship (47?a%clith any Joel< lo¢| maxe
When |o¢] 7= |otl  we have ;
-f
8, (¢51- B, [(et]enn v oo T G, (P = 4y
) =4

It follows from (45) that

m/d/,,,ulﬂ,,,/T =2"dr. “9)
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Since |®} €1, then
(%) = 1+iad, (50)

"'M L

where Ax = o "“'max

On the basis of (49) and (50), from (48) we obtain

Al O 2T aa G (51)
It is easy to note that
i d N
Gttt ‘. (52)
3 “
Using a representation of the Chebyshev polynomial in the form
T, (,',;) .=——2’,—,,_-,-ms'(,,u ave casx), (53)
(A
we find ) o
L - Senfm@rceos x)
a{%z;c,. to= P (54)

The right-hand side of (54) assumes a maximum value at the point x closest
to 1 when sin(m arccos X) becomes equal in absolute value to 1.

Accordingly X 1s the greatest root of the equation

costmanceos )= (55)

It is known II that (55) has the maximum root
= wsglr,,—,
Thus

/Z_ Cl%,‘&/km(sm ?”ﬁ)" (56)

In any case

IZ ctii< 22

hence 0" "
| 264 i (B )| < 101+ 20800 me o

Accordingly U > (r-41 r/)[ms dorcos28aam 2. SindTSin2d/ecym e,

As indicated by additional computatiozs, there is no practical need to use
polynomials with a degree higher than the fourth. Therefore, we will limit
ourselves to a case when mg4. The maximum relative velocities of the target
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ure obscrved in sonar and do not exceed 2:10~2, Then with m = 4

8in26/actim* = 5ia 14T, (58)
cos2dadmt = cos 914\, (59)
Since 1d)< 4 . a

WS QIO = o,
then Ws010T > 8in 01T & 0

The cited demonstration makes it possible in (47) to leave only the right-hand
side, and replacing the inequality sign by an equality sign, seek a solution
of the system determining the optimum parameters of the signal for the max-
Imum (in absolute value) target velocity. In this case it can be guaranteed
that at any velocity in absolute value less than the maximum velocity, the
useful signal at the output exceeds

u} T~ £/ §l)c0sd .

#4. Synthesis of Signals of an Arbitrary Complexity in Case of Ambiguous
Measurement of Velocity and Lag

In #3 we developed a method for the synthesis of signals of the type (12)
under the condition of obtaining a maximum complexity for selected m. An
analysis of such signals indicated that a conversion from linear (m = 2) to
nonlinear types of frequency modulation leads to a substantial increase in
complexity (an order of magnitude or more). In this case it may seem, for
example, that the complexity of the signal for m = 2 is small, whereas

with m2 3 it is inadmissibly high, Therefore, it is of considerable inter-
est to consider a method which would ensure the possibility of synthesis

of a signal of stipulated complexity. On the basis of the results in #3

it is possible to establish those limiting complexity values which corres-
pond to different degrees of the polynomial QDm(t). It should be noted that
the formulated problem is considerably more complex than that which was
solved above, at least for the following reasons.

In the synthesis of signals of limiting complexity the problem has a unique
solution (in any case for m< 4). The introduction of an additional require-
ment on signal complexity leads to a nonambiguity of the solution. For ex- -
ample, it is quite obvious that by retaining constant the effective width

of the signal spectrum, whose value is determined by the requirement on

range resolution, and decreasing the phase lead in comparison with the op- -
timum value at the expense of the cubic term, it is possible to achieve a

smooth conversion from the third-degree polynomial to a second-degree poly-

nomial. Such an approach will inevitably be accompanied by a complexity de-

crease. However, such a complexity decrease can also be achieved by an
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increase in lagle In comparison with the optimum value. Similar methods
are also applicable to polynomials of higher degrees, Therefore, we will
restrict the synthesis problem to such signals as are obtained with conver-
sion from a higher degree polynomial to the next lower degre due to a de-
crease In the phase lead of the leading term.

This approach was then used applicable to a third-degree polynomial since at
the present time in such a sonar region where the target velocities are
especially great no need arises for complexities exceeding the limiting
value with m = 3. A similar approach in case of necessity can also be ap-
plied to a fourth-degree polynomial.

Due to the fact that the complexity of the synthesized signal is less than
the limiting value, the coefficients of the polynomial (42) do not coincide
with the Chebyshev coefficients. This difference can be written in the form

20a, * 30,T (60)
qa, + 34, T _
raa T oo (61)
dw, +20,T+3Q,T? -
Jaq, T = AC =g
T T~ T2 (62)
Fag " = al,
Then . o
B, = 3aq, Tt~ £4]+ ada, T [t2aC,+t,aC,+ AL, ]
(63)
Substituting (63) into (24), we obtain an inequality similar to (28).
U(d) > U T(1- £1§])eos & Teosd T, (64)
3
where d,77f=}——L—Ja§ T , '
or —.:/36(0,, THa Carfa""AC: ,+a C")Ima:c . : 63
(66)
Since here reference is to signals with a reduced contribution of the
cubic term, then
Z
hence T << 2. é P '
@) 3 WiT(1~F1§1)cos T,
e - (67)

In computing M 1¢ must be taken into account that this parameter corres-
ponds to those T and n values for which the expression in parentheses (66)
is minimum. In this case for stipulated a2, az and TU; (¢) will be maximum,
since it will be demonstrated below that the g parameter is virtually not
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dependent on T andn. The SIT evaluation is a quite unwieldy problem, related
to analysis of the dependence of the maximum deviation of a quadratic form

aGE +aCt+al, =B, (t) (68)
on the parameter T .

This analysis, which is not presented here in connection with the unwieldi-
ness mentioned above, shows that the minimum of the deviation 92(!:) from
zero, maximum in absolute value, is obtained with such a choice of T and n
when :

AC, -'—‘AC‘ ‘ (69)

In this case 20’.7[-30‘0:7"/46"3, . .

(70)

Omitting intermediate computations, we cite only the final expressions for
the parameters of the synthesized signal:

T B T e ' (711)
‘/f"'g—t}j;‘-%l'{a—j‘f: /—f;%,%/. (73)
- 2, =- J/I-;IS(!‘_QJ_J-' %:;_7?_;’ , (74)

o =d?('€0.§7:f%;;‘ - (75)
At 4

Thus, we have obtained expressions which make possible an unambiguous deter-
mination of all the unknown parameters of the synthesized signal. It follows
from the form of the expressicn that aj, a3 and T should be determined for

o = o] an.

#5. Brief Conclusions

We examined the problems involved in synthesis of an FM signal of quite gen-

eral form
Ut} =ls 1'0-5‘[‘3,,(“] , ltl<T, (76)
&, : '
‘ Valel = g at® (n

for a stipulated region of strong correlation of a two-dimensional velocity-
lag uncertainty function and obtained the following results:

1) The problem of synthesis with a stipulated cariier dy = aj is reduced to

the choice of the optimum values of signal duration T and the modulation

parameters aj...ap.
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2. It 1s impossible to synthesize a signal with an ambiguous (independ-
ent) measurement of the time lag and the velocity of the target allow-
ing a definite freedom of cholce of extent of the region of strong cor-
relation along the lag and velocity axes. If in the synthesls it 1s neces~-
sary to take into account the requirement on the mentioned ambiguity, the
synthesized signal is obtained with a relative effective spectral width
- of about unity. Thus, its range resolution is virtually not dependent on
the duration and parameters of modulation a9...8p. The duration of a signal
- synthesized in such a way 1s approximately m/AnfDop’ where A fpop is the
maximum Doppler shift of the carrier.

J. If the requirements of unambiguity are dispensed with, there is a possib-
111ty of synthesis of signals with a definite freedom of choice of extent

of the region of strong correlation of the two-dimensional uncertainty
function.

The possibilities of synthesis are limited to definite maximum dimensions
of this region along the lag and velocity axes. For a level of reading of
the region of strong correlation equal to 0.7 the compatability of require-
ments on the extent of the indicated region is determined by the inequality

Ko = (Al max WoTy < Qs

Here Wi
[AUppy = 2 Cm !
-ful max ~ | Ulpayx 1s the extent of the region of strong correlation along

the velocity axis, C is the velocity of signal propagation, -Tg ~-Tg 1s
the extent of the regica of strong correlation along the time lag axis.

4. In the case of ambiguous measurement of velocity-range for each degree
of the polynomial there is a signal of limiting duration and complexity.
For m = 2 (linear FM) the limiting complexity is approximately 1/joc| max
and the limiting duration is 1/hxlé x“JO- With an increase in the degree
_ of the polynomial the limiting compiexity and duration increase in compar-
ison with the corresponding parameters for linear FM by a factor of approx-
imately e
R
An analysis of the limiting values of the durations and complexities for
a number of characteristic situations indicated that the use of polynom-

ials with a degree above the fourth is not caused by practical necessity.

5. The law of change of the instantaneous phase of signals of limiting com-
plexity coincides with the logarithmic phase within the limits of accuracy
in approximating the expansion of lfl(l + x) into a series

s J 3
ﬁ?//*.r):-x—-f—-w‘i--f’—

Accordingly, for m = 2 -~ by two terms, for m = 3 —— by three terms, for
m = 4 -- by four terms. Signals of an unlimited complexity and duration
do not have such a property.
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6. For signals of limiting complexity the conversion from linear FM (m =
2) to nonlinear FM (m >3) causes an increase in ‘the ambigulty of range
neasurement by a factor of approximately l/kxlzgi.

7. The autocorrelation function for signals with an ambiguous reading is
described by the expression

o) =R, —‘f‘g%”;-"z:—r cosuT .

8. The section of the two-dimensional uncertainty function for U = 0,
parallel to the lag axils, is little distorted within the limits of the
computed interval of target velocities. Thus, small distortions are also
experienced by a signal at the output of a matched filter during motion
of the target if its velocity U falls in the range - { U Ipax € US{U) pax»
where U .y is the computed velocity.

9. The expression for the optimum modulation parameters (ajg...ap) and sig-
nal duration with an ambiguous measurement of velocity and range was ob-
tained in a quite simple form, allowing their use in engineering computa-
tions.

In conclusion we note that control computations indicated a sufficient
accuracy of the proposed method for the synthesis of complex signals in
a limited region of a two-dimensional body of uncertainty.
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UNCERTAINTY FUNCTIONS OF SOME TYPES OF COMPLEX SIGNALS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
B CIDROAKUSTIKE in Russian 1975 pp 140-147

[Article by A. A. Belousov, V. M. Vol'f, V. B. Galanenko, N. G. Gatkin,
L. N. Kovalenko, L. S. Kovalenko and S. V. Pasechnyy]

[Text] The uncertainty function is used for describing the possibilities
of echo sounding systems. The uncertainty function characterizes the
“sharpness" in tuning the system in the parameter space of the echo sig-
nal and can be expressed as the dependence of the normalized response of
the system (detector) on the vector

%={§0, %' })

where §.0 is the vector of the parameters characterizing the echo signal,

= ' ig the vector of the corresponding evaluation parameters of the sys-

tem. By éEo we will understand the space coordinates, velocity, acceleration,
- etc,

The uncertainty function is dependent not only on the parameters of the
object but also on the type of detector (optimum, nonoptimum), interfer-
ence (through the structure of the detector), propagation conditions, etc.

The known Woodward uncertainty function characterizes an optimum reception
system in the time region of a signal reflected from a point target moving
in a homogeneous unbounded medium with a relatively small constant velocity
in the presence of stationary white Gaussian noiie and an extremely narrow-
band signal.

later generalizations were made of the uncertainty function for nonwhite
nonstationary noise [6], for accelerated movement of a target [7], with
space coordinates taken into account [8,9,10], etc.

The increase in relative velocities of sounded objects and the broadening

of the frequency spectrum of the sounding signals was taken into account
by the introduction of a wide-band uncertainty function [11].
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For the case of a detector structure different from a matched filter we
have introduced the term "relative uncertainty [ambiguity] function" [12].

The properties of the sounding signals described by different modifications
of the uncertainty function can differ substantilally. Nevertheless, most
studies [1-3] are limited to study of the properties of signals using the
Woodward uncertainty function.

In this paper we examine the properties of a series of known sonar signals
on the basls of study of a wide-band relative uncertainty function for a
correlation detector in which there is compensation only of the Doppler
shift of the carrier frequency of an echo signal from a point source mov-
ing with a constant velocity in a homogeneous medium.

With processing in such a channel the uncertainty function is characteriz-
ed by the expression:

LSS te) St/
W(T;“)’, is .a 2 7 e, ! 1)
IS, i Jsa e
[TWp = rec(eived)] where
! J - SRt =0
S ()= 81+, )¢ ~ % e )
_ is the received echo signal
. i pee) g LR RVE T
3,(¢)= S(-T)e . (3)

1s the reference signal, 1’b and o/ are the true parameters of the target;
T' and &' are reference signal evaluation parameters; -L = 1' - T 03
o= o' - o,

With the substitution of (2), (3) into (1) we obtain the following expres-
sion for the uncertainty function:

Yoz ] S5l )78 te)e” k]
J1sc)1

When ©¢ 0 €1 the coefficient /T + o¢( can be omitted.

(4)

’

Yir,a)=

The uncertainty function (4) makes it possible to ascertain the limits of
"tolerance" of different signals to dispersion distortions of the modula-
- tion law due to movement of the object. An analysis of expression (4)
makes it possible to evaluate the desirability of using different signals
, for detection, resolution and evaluation of parameters of objects creating
an appreciable Doppler shortening (lengthening) of the signal during pro-
cessing in a multichannel Doppler system in which the reference signals
differ only with respect to the central frequencies. Below we give comput-
ation formulas for the uncertainty functions of pulsed signals of a rec-
tangular shape with linear frequency modulation (LFM), quadratic frequency
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modulatfon (QFM), hyperbolle frequency modulation (HFM), and also with
nolse amplitude and phase modulation, obtalned in accordance with (4)
on the assumption that o< 1.

Some results of such computations are illustrated in the figures, which
show the uncertainty functions and their sections,

We note that expression (4) with © 5 = 0 formally is transformed into the
Woodward uncertainty tunction, whereas when o' = 0 == into a wide-band
uncertainty function,

Stgnal With Linear Frequency Modulation (LFM)

The complex envelope of the signal is

. ‘ Jart! )
§(4) + A ect(E)e
_ The substitution of (5) into (4) leads to an uncertainty function in the
form
W, v)» //exp/,aaﬁf[:t,:: '(U. wxljex/, -
o
7 where ;' ) U"C ' "7-{; l""‘" '

AF is the frequency deviation, T is signal duration.
Signal With Quadratic Frequency Modulation (QFM)
The complex envelope of the signal is described by the expression
Sft)n desct(F)esoly £ 7oF TIE)Y, ™

In accordance with (4) and (7) the QFM uncertainty function is described by

he e 551
the expression !-’//uyj.-//e:;o///mx pze -,ox)/o(r/

8
maedF aF]‘d,, VET LTI ,o-JIAFI‘{U--"}- ®
Signal With Hyperbolic Frequency Modulation (HFM)
The complex envelope of the signal {is
Sft)= #:0¢f }ea;o/ -/ !ﬂ(/-x()/ (9)
The uncertainty function of such a signal can be represented in the form
§ . ’
r-2'8FT(zecs] :
e, V/’/} / f’p/?“'/x g royr M et zfdz/, (10)
. o )
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where Rl o xle

The K' coefficlent Is related to the signal parameters by the expression

x'r;% Vet - £)

In order to retain fnformatlon on the Doppler shift in the HFM signal

it is shaped by transfer into the region of the carrler frequency of os-
cillations with an instantaneous frequency changing in conformity to the
law

_ F
M= =

In the shaping of a signal in the time interval from -1/2 to T/2, F corres-
ponds to the mean frequency of the shaped oscillations.

Holse Signal and Noise Phase Modulation

As the sounding signals in principle it is possible to use a segment of a
record of narrow-band noise with a spectral density constant in the work-
ing band -~ a signal with noise amplitude '\ dulation (NAM)

St)= 2ect( L) Wté) , (11)

For the correlation function K(T) = <f1(t)n(t =-T)>

un TaFT
()" —ore—

the uncertainty function of such a signal is described by the expression

sinftreFTNu - 2)] '

; 12
W, V/u{/ YY) ex,o//?s'oﬁhfz/af;:/ (12;

The radiation of such a signal is infeasible from the energy point of view.
This shortcoming is lacking in a signal with noise phase modulation (NFM)

St)e pesct(F)e ™, (13)

where n(t) is_a segment of a record of Gaussian noise with a zero mean

dispersion ('9'2‘ = 1; Yis a coefficient characterizing the modulation in-
tensity. ‘

The uncertainty function of the signal (13) is described by the expression

f
Hlu, v)= 4 / '»‘;0//'4"2"4,“7'1/.2- A1 RT(ws a, 2 )foke/. 14
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Figures 1, 2, 3, 4, 5, 6.
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Figures 7 and 8.
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For the correlation function of a modeling process in the form

- r- 5 . when  /t/47
R(t) 2

0 when /T >%e

where ’ﬂk is the correlation interval, Fig. 1 shows sections of the uncer-
tainty function (14) of the coordinate plane v = 0; Fig. 2 shows similar
sections of the uncertainty function (12).

0o az (B an U oot ooz g3 Ao
A yo' %, pue. 10
10 M Yoax |
084 © 1 08 . | ‘
06 1 o - 06 / .
1 e 04
b 0k 2 l‘:MM 5 ,;l = :
021 P —-d——(—
S KiM '
v 00 902 008604 oo 0 00l 602 003004 Jo
PHC. 8L ple. 12

Figures 9, 10, 11, 12

KEY:
1. HFM
2, QM
= 3. LFM
4, NPM
- 5. NAM

A comparison of the indicated sections shows that the difference in the prop-
erties of signals with noise, amplitude and phase modulation is insignif-
icant.

On the basis of the derived expressions we computed the uncertainty functions

of signals of the enumerated types for different values of the coefficients
u and v, being a measure of the crror in evaluating the signal parameters 7,
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C"0. The results of such computations are given in [5].

Figures 3-8 show the typlcal form of uncertainty functlons of ditferent com-
plex signals when processing in a nultichannel receiving channel with com=-
pensation of the Doppler distortions by means of displacement of the carrier
frequency only. These are given as illustrations.

Figures 9-12 show curves characterizing the effect at the output of the
processing channel and the potential resolution of signals with respect to
frequency and time shifts in dependence on the velocity of movement of the
sounded objects,

On the basis of the data in [5] it is possible to construct different sec—
tions of the uncertainty function. A study was made of the regularities of
change in the peak values of its main and side lobes in dependence on the
parameter 0‘0 = 2ve /c. The number of channels in which it is sufficlent to
carry out only compensation of the carrier frequency of the oscillations
vas determined.

BIBLIOGRAPHY

1. Cook, C., Bernfeld, M., RADIOLOKATSIONNYYE SIGNALY (Radar Signals),
translated from English, edited by V. S. Kel'zon, Tzd-vo "Sovetskoye
Radio," 1971.

2. Barakin, L. Ye., TEORIYA SLOZUNYKH SIGNALOV (Theory of Complex Slgnals),
Izd-vo "Sovetskoye Radio," 1970.

3. Vakman, D. Ye., SLOZHNYYE SIGNALY I PRINTSIP NEOPREDELENNOSTI V RADIO-
LOKATSII (Complex Signals and the Uncertainty Principle in Radar),
Izd-vo "Sovetskoye Radio," 1965.

_ 4. Libenson, Ye. B., "Some Characteristics of Output Response in a System
for Processing a Signal With a Hyperbolic Frequency Modulation," TRUDY
IV VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY GIDROAKUSTIKE (Trans-
actions of the Fourth All-Union Seminar-School on Statistical Hydro-
acousties), Novosibirsk, 1973.

5. AL'BOM GRAFIKOV FUNKTSIY NEOPREDELENNOSTEY SIGNALOV S RAZLICHNYMI
ZAKONAMI VNUTRIIMPUL'SNOY MODULYATSII (Album of Curves of Uncertainty
Functions With Different Intrapulse Modulation Laws), KPI, EAF, Kiev,
1970.

6. Gatkin, N. G., Krasnyy, L. G., "Uncertainty Function for Nonwhite Non-
stationary Noise," IZVESTIYA VUZov SSSR, Radioelektronika (News of
USSR Institutions of Higher Education, Radioelectronics), No 3, 1971.

7. Kelly, —- "Radar Measurements of Range, Velocity and Acceleration,"
ZARUBEZHNAYA RADIOELEKTRONIKA, No 2, 1962,

97
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

10.

11,

12,

FOR OFFICIAL USE ONLY

Urkovits, Khauer Koval', OBOBSHCHENNAYA RAZRESHAYUSHCHAYA SPOSOBNOST'
RADIOLOKATSIONNYKH SISTEM (Generalized Resolution of Radar Systems),
TIRI, No 10, 1962,

Shirman, Ya. D., Bagdaskaryan, S. T., "Analysis of Correlation Functions
of Spatial-Temporal Wide-Band Signals Received by Linear Antennas,"
RADIOTEKHNIKA T ELEKTRONIKA (Radio Engineering and Electronics).

Bozhok, Yu. D., Gatkin, N, G.,, Karnovskiy, M, I,, Krasnyy, L. G., Pas-
echnyy, S. V., "Uncertainty Function in Optimum Spatial-Temporal Pro-
cesaing of Signals," TRUDY CHETVERTOY VSESOYUZNOY SHKOLY-SEMINARA PO
STATISTICHESKOY GIDROAKUSTIKE, Novosibirsk, 1973,

Banta, E. D., "A Generalized Ambiguity Criterion," PROC. IEEE, 52, 976,
1974,

Altes, R. A., "Some Invariance Properties of the Wide-Band Ambiguity
Function," JASA, Vol 53, No 4, 1973.

COPYRIGHT: Notice Not Available

5303
CSO:

8144/0938

98
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

FOR OFFICIAL USE ONLY

UDC 534.44
B EVALUATION OF THE PULSE CHARACTERISTIC CURVE OF A HYDROACOUSTIC CHANNEL

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 148-153

[Article by V. I. Paderno and I. R. Romanovskaya ]

[Text] During recent years the characteristics ot a hyrroacoustic channel
and its parameters have been an object of close attention from both ex-
perimenters and theoreticians who have formulated pertinent models.

This report examines the problems involved in evaluating the pulse reac-

tion of a channel during its testing by known signals. We will 1imit our-

selves to the case of a channel with constant parameters in an interval

of solution time. If the process of signal propagation in the medium is

equivalent in output effect to the use of a linear operator for the emitt-

- ed signal (this assumption is correct in most real cases), the pulse reac-
tion of the channel is its total characteristic.

Now we will formalize the formulated problem. Assume that x(t) is an emitt-
ed determined signal which is propagated in the hydroacoustic channel with
the pulse reaction he (t). The input of the processing system receives a
signal y(t) in combination with additive noise interference n(t). The prob-
lem is to find some such a system for processing a received signal, which
at its output would give the best (according to the adopted criterion)
evaluation of the channel pulse reaction he (t). We will seek a solution

of the problem in the class of linear systems [1]. Such a system can be
unambiguously described by the pulse reaction h(t).

) T htt] |t [ |2l
,;?/)1

Fig. 1. cp = mean
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As the optimality criterion for the system we will use the minimum of the
mean square error in evaluation of the pulse reaction of the medium in the
observation interval [-T/2, T/2]. Then the sought-for pulse reaction 1is a

function minimizing ' f__ﬂ____;_?"
f-%-}/[;/lj-ﬁ,.ﬁ/]” (1)

- where z(t) is the evaluation of the pulse reaction of the hydroacoustic
channel and the line at top denotes averaging for the set of observations.

We will express the output process z(t) through the input process x(t) and
the characteristics of the filters (see Fig. 1)

2l [htellyteentt-t)]dts *
9= [l (6 2L2-20, 3

Substituting (3) into (2), we obtain

e [ty (1)l t )bttty + [ bt (i)t “

We will determine the mean square error in evaluating the pulse reaction
in the fornm

e f/?ﬁ,. ] jf/l/ by (8)[t0 ") 24, ot - |
- [ttt (t) k] ot

(5)

Now we will simplify expression (5), assuming that additive noise is a sta-
tionary process with a zero mean. Then after squaring the expression in
the parentheses, we obtain

Fr i/}ﬁ;/t}a-f /J /;,;({/[//;/4.}/:,,lf)z/t-t.-tJ,:g,Jf,A, S
f;%{(fz7€£ﬁQ}ﬁ/%)‘u{?-djrz/f-éjgﬁ?aﬂgaﬂfa. .
' é/‘:/i//”/ BJh (5 e () 2 (E0-8) 2 (14, 4, )bl o, e Y

We will seek a solution of the problem with the use of the methods of the
calculus of variations and in particular the method of undetermined
Lagrange factors [2]. We will represent h(t) in the form

Al 410421
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where hy(t) 1s an optimum solution, ’f(t) 13 an arbitrary function, QX is
an arbltrary factor.

v

We will find hg(t) as a solution of the equation

#.o

Then

-# f,:fzg[///zs//a,.ﬂ,/x/t-s-a‘,)z:;;zxf,;zeg
: 2R ] ) hl) nlt-t Juft-d jutt it s ™
- e ' . .

*i‘_}/ _/[/ff/'i)é. O by ()1 ) (2, el YA it

F Wren. U)ol s 16) 2 (0Lt i il

We transform (7) to the form

JTrtn) 25 4] i eo o
e, 174 8

Since 8"[{:0] is an arbitrary function, (8) is realized in a case when

We take into account that n(t)n(t + T) = Ra(T) 1is the correlation function
of noise. We will make the assumption that the signal x(t), the pulse reac-

tion of the medium h?o(t) and the filter h,(t) are finite functions of time,
and

2lY =0 ) when >4 ,'?‘0 o
b0 e o0, 10

4
zﬂfz/ﬂz/z‘fejdz' B %) |
F //.7. 4, (E+T) st 2, 7 (10)

where R.x(’ﬁ) is the correlation function of the signal, Rp(T) is the cor-
relation function of the pulse reaction of the medium.

_ Selecting a sufficiently large T value, after simple transformations we re-
duce the equation to the form

-2 4 [alc) Ry, (6-S)ele » 2 [4,(4)R, (4 -8,) b2, + (1)
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s [Jhlh) R l46) Ry r-t)) L, 28 +

' ; : (1)
¢ T [fh (4,) R (- 2) Ry (-5 i de=0

We will apply the Fourier transform to (11) and will make use of the fact
that the Fourier transform of the faltung of two functions is a product
of their Fourier transforms.

We use the notation

: FLAW) < S 1)
Flalt} = Se¥)
: Flha )+ 5519

-~ the amplitude-phase spectral characteristics of the filter, signal and

medium respectively. Y 2
| Fie o) g
IS )
F.{er “d]"‘%%;J
- ,’/&{r}}r//'/%’ is the spectrum of noise intensity.

With this taken into account, from (11) we obtain

.4 . } .‘ . . ) (“’)l. .
~28; (4) L‘%%/‘-"-}[ 2 Spq (W) Hy [9)# RTS,, (M)Lﬁ%“l}f E?r-—L.o (12)

Here the asterisk denotes complex conjugation.
1t follows from (12) that

. Selw)
. - _7___4}__7.__f_ .
RN a

The channel pulse reaction can be found as a Fourier transform (13).

It follows from an analysis of (13) that in order to obtain the best eval-
uation of the pulse reaction of a hydroacoustic channel heg (t) in general
it is necessary to have some idea concerning the characteristics of this
channel. In this case reference is to the square of the modulus of the fre-
quency characteristic of the medium ]S(p(é])]z or the autocorrelation func-
tion RY (T ) of its pulse reaction, a knowledge of which is necessary in
constructing the filter,

We will determine the mean square error in evaluating the pulse reaction

of the hydroacoustic channel when using the proposed filter. Now we will
examine the frequency representation of each of the four integrals entering
into the sum (6).
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et e 18, 0

according to the Parseval theorem.

Ao f g Ao Wt ) hon (6) 2(E-0-C )b, sl
Using the faltun, theorem, we obtain
Ay« i [ 1S 0] S) 00 S, 0
Ay 74" ff/{/*a//»/é/ RTET] (6] ol ol s

- fm /u)/ézu)ldw E (14)
e §
4 %}/ JIT htt) htt) A )4 /f/z/z &bt

i 1518, o Lol
Fegidies i [ Lt et el 5 1), /«))4-
+ 1S 1wl M}J 1) !5 W] H, /u)}:/«)

We substitute into (14) the optimum solution for éh (o) found in (13). Af-
ter some transformations we obt:ain

Hylw) a/aJ "
E /5 /“’)/ + [&,(a)}/

1t can be seen from (15) that in the absence of noise the mean square
error in evaluating the pulse characteristic of the medium is equal to O.

Now we will examine some statistical properties of the process x(t) in
selecting a filter with a frequency characteristic in the form (13), tak-
ing into account that in this case z(t) is the best evaluation of the
pulse reaction of the mediunm.

Taking into account that the mean noise value is equal to zero, we will
) write [_,/g}] JThtt)hy (8) (6200t dt s =

f 580 9 &, /u)e’“"a/w- | (16)

< 18wt S, /a))eJ dw '
b [ ()l + /s,/w)
z);.a/f/j Wlatj-m'{at] .
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Using (16), from (4), after similar transformations of the process, em-
ploying its representation in the frequency region, we obtain

Pfat)]= £ 15 6 bt et =

2 | @
=L f T 7 — ; ‘.{“)
Sy s TZy

from (16) and (17) it can be seen that when Hy (W)= 0
M{al)}— ;?_f Sp () e = ey by
Dfalf —o

that is, with the spectral density of the noise being equal to zero, the
evaluation of the pulse reaction of the medium is unbiased with a zero
dispersion., With an increase in the spectral density of the noise there
is an increase in the bilas of the evaluation and its dispersion.

We note in conclusion that in the solution of the formulated problem we

employed the so-called structural approach in which it was necessary to

select the best processing system in a particular class. By varying the

structure of the system within the framework of a given class of linear

systems we found a discrete system optimum from the point of view of the
selected criterion.

An obvious advantage of the structural approach is that in 1its use it is
usually sufficient to have only a partial description (stipulation) of
the processes.

An obvious shortcoming of this method is that frequently it is impossible
to say whether the structure has been correctly selected. At first glance
it may seem that one of the ways to choose the most suitable structure is
to assume that the sought-for structure is an arbitrary nonlinear system
with time-variable parameters. In other words, the class of structures
selected is so broad that it takes in all the possible systems. The dif-
ficulty here is that there is no convenient mathematical approach, for
example, such as the faltung integral (Duhamel integral) for expressing
the output voltage of a nonlinear system through the voltage across its
input. Precisely for that reason we have limited ourselves to an examina~
tion of a class of linear systems. However, we feel that in the future it
will be possible to apply the results to the case of the pulse character-
istic of a channel with time-variable parameters.
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uDnc 621,317,757
SPECTRUM OF SEA REVERBERATION AS A NONSTATIONARY RANDOM PROCESS

Novosibirsk TRUDY FHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 220-224

[Article by V. A, Geranin, A, N. Prodeus and B, I, Shotskiy}

[Text] An investigation of the correlation properties of sea reverberation
shows that in the case of an arbitrary signal duration and observation
time [1) the reverberation at the output of an acoustic antenna does not
belong to a class of random processes reducible to a stationary class.

The author of [1]) investigated a symmetrized reverberation correlation func-
tion and found its approximate spectrum. The author used a determination of
the spectrum of a nonstationary random process from Bendat and Pirsol. A
weak side of this determination of the spectrum is the impossibility of

its measurement and the difficulty of a physical interpretation. Both these
weaknesses are attributable to the fact that the &) argument of the Bendat-
Pirgol spectrum is not identical to the argument of the spectral function of
the analyzed process.,

In this connection it is of theoretical and practical interest to seek an
analytical expression of the reverberation spectrum in the S. Ya. Rayevskly
definition {2].

This study is the next step in the plan for investigating the spectral-cor-
relation structure of sea reverberation as a nonstationary random process.
The conditions under which the assumptions adopted in computing the spectrum
ir. [1] are justified were formulated. A general expression for the spectrum
in the S. Ya. Rayevskiy determination of volume reverberation was rigorously
derived. The spectra in tonal and f-m signals were found.

The complex envelope of the symmetrized correlation function of reverbera-
tion

Rl t)= < F(t+ £)F(E- £)> )
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In the slmplest case when there i3 no relative movement of the antenna
and seatterers has the form [1]:

R (ct) Hfe'alR) St~ 55 e 5)S%e - 42« §) e )

where A(2) is the law of change in the amplitude of an acoustic oscilla-
tion on the path "source-scatterer-receiver"; S(t) is the complex envelope
of a signal with the duration T.

Carrying out replacement of the variables t - 22 /co = t1 and using the
notation

(381 %48)50) = 5044, 4) 0
expregsion (2) can be reduced to the form
R, (e, 8)« SeN/S (ke 5 40 F) 8 (0~ §, 4= F ), W

It is easy to show that for the moments t > T expression (4) can be replac-
ed by the approximate expression

& /e v z
R(¢) /st - )8, 43k, ®)

which (with an accuracy to the notation) coincides with (21) in [1]. In
the case of an exponential model A(2 ) formula (5) is precise.

Within the framework of correctness of expression (5) the expression of the
_ Bendat~Pirsol reverberation envelope looks exceedingly simple (see formula

(19) in [1]). Incidentally, computations show that the approximation (5)

is also satisfactory when t2 T,

The complex envelope of a nonsymmetrized correlation function of volume
reverberation

Kir)t)= < Flte)rry s (6)

looks as follows - »
K (5 8) < NfE TSt 42 o 7) (¢~ 22 )b o

The 5. Ya. Rayevskiy spectrum of the reverberation envelope is a result of
the effect on (7) of the direct Fourier transform operator for - and re-
placement of the variable v = 22 /(g

P, )= $2 e 2) _/..%"1/?" L2 y) St~ Y)e T et ®
where
2() Tfs0)) ©)
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Below it is assumed that

#t) £te” (10)

Fig. 1. Fig. 2.

With the radiation of a pulse with tonal "filling,' with (10) taken into
account, the general expression assumes the form

?Mﬁ(_ mon PR et §) P ooeed) -
¢ [ “-F ok (11)

P, ¢!

~(p6 < fiiie, (e, <Juollt - F)7- & s, ojolte £)7)]

- where - o
L)) G o
z (12)

is the integral exponential function of the complex argument tabulated in

[3].

In Figures 1 and 2, for t' = t/T = 0,55, t' = 1,0 respectively, we have
shown the real (1) and fictitious (2) parts of the product
()" R (w,¥)

The dashed curves correspond to -,B' = 2BcoT = 0.5; the solid curves cor-
respond to B' = 0,
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06 '

0 - 62 44 06
d).
Fig. 3.

We note that with an increase in t' the spectrum ?o(dl,t) is ever-closer

to the function
sz(d'r)
0% 2

is the Fourier transform of the sounding signal correlation integral.
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In the case of a rectangular video pulse with linear frequency modulation

g
S =8, encz‘(",‘:-}e"f , (13)

where ¥" = A ¥/T, A F is the frequency deviation, the S. Ya. Rayevskiy re-
verberation envelope has the form

AN . cwl e xptY
B o) gy

AN
- v (14)
R A A .1 ) , _"_)E"E WL rﬁ_ W
(Ol e = T ST e T )
et fae, pteapt wot’ apdtt
. e g, o
¢
{-F
In a case of practical importance AFT > 1
)
’ W82 el wde 5ptY (15)
it e 2t (35):
. }‘ e G RIS At

d
s ¢

When using the stationary phase method expression (15) is reduced to the
form
w 4
,y/zl '/4'7’;'.‘51 Y
Blot)e G- Ly wt(i3),
ow .
Figure 3, for t' = 1 and t' = 1,5 gives the modulus of the fraction
Polwye)/Nnl
co °

Curve 1 corresponds to B' = 0, 2, B =0.5 B'=1,

(16)

The emphasizing of the high frequencies in the reverberation spectrum is
attributable to the fact that by the end of the sounding pulse the instant-
aneous frequency of linear frequency modulation filling is increased.
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unc 621,391,2
OPTIMUM DETECTION OF MULTIRAY SIGNALS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY=-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 225-233

[Article by N. G, Gatkin, L. N. Kovalenko, L. G. Krasnyy and S. V. Pasechnyy]

[Text] In the propagation of sound in an inhomogeneous medium at the recep~
tion point there 1s interference of the sound oscillations propagating along

- different paths and this leads to distortions of the spatial (angular) and
temporal structure of the signals. This circumstance must be taken into ac-
count in the synthesis of optimum detectors. However, the realization of
optimum spatial-temporal processing involves serious technical difficulties.
Accordingly, it 1is of interest to determine the structure and noise immunity

- of the receiving channels, taking into account only the temporal structure
of the multiray signals.

As a model of a multiray signal it is customary to use a set of plane waves
arriving at the reception point with different time lags Tj:

St)e 5= & Alt6) sl (6-5) + V1 G)# 1] @
24 .

where 81 and ¥{ are the fluctuating amplitudes and phases, n is the number
of components in the total signal.

We will assume that Ei fluctuates independently in conformity to the Ray-
leigh law and ¢4 are uniformly distributed in the interval [0, 2m]. If
the number of rays and the lags between them are determined, the signal
S(t) has a Gaussian distribution with the correlation Ffunction

. -, . NPT .
Ks /'ﬁ“’/?e{}i' 5(“72-)5'(:-&:)5/""’_ )}’
where Z .
S(t) = Ate’
The correlation function of narrow-band noise isg
| . ‘v, (¢+2)
K, () < Re[elt) ™ 5} 3)
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_ We will use expressions (2) and (3) for the synthesis of an optimum detec~
' tor,

Structure of Optimum Detector

The optimum detection of a signal (1) can be reduced to checking the hypo-
thesis of correlation functions: the hypothesis Hp -- the adopted realiza-
tion of a u(t) Gausslan process with a zero mean and correlation function
Ky(t, t1), the hypothesis Hg - u(t) -~ a Gaussian process with a zero mean
and correlation function Ksp(t, t1) = Kg(t, t1) + Ky(t, t1).

In acrcordance with the results in [1], the optimum processing algorithm has

the form:
e, = Jfwlt)eelb) 114 4) db o, )
where H(t1, t2) is the solution of the integral equation:

- JKoCIHE ) K, (b b)dts 2, = K, (42 (5)
The solution of equation (5) with the kernels (2), (3) will be sought in
the form:

Sh g jelh=t)
HIL,4) = 4Re {zz hin fie (82,)e } (6)

Substitution of (2), (3) and (6) into (5) gives:
2 hudll2t42) fle';' §0¢-5)-8t4-5)}x -

¥ fue b ) 204, 8) ity dl = SPE-6) S V4-%)
If it is assumed that

fo’kk/tu t;}" 6/4'5) BW/““?")I @)
where B(t) is a solution of the integral equation
Je(bd)ére)as < sty), teloT], (9
then in place of (7) we have:
7 Zihic{Ste-e)e 32 Steg) Y, ] oilee, (10)
where % "j‘é:"{t-,)d'/f-ﬂ.}df -

is the uncertainty function in the case of nonwhite noise introduced in [2].

Transforming equation (10) to the form

S8 t0){ 5 ha (Bt ¥y} < S125),
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we obtain a system of equations for determining the coefficients hig:
Zobligt Vb ;™

where § Ke 1s the Kronecker symbol,

With expression (8) taken into account the solution of equation (5) has the

form: - .
, - L A
H({“f‘)- ‘/l(le{zlé_‘ /L[_‘ A/![.Tk)ﬁ'/flnl;)e/ (1, )}’
o Koy .
hence the algorithm for optimum processing of a multiray signal (1)
%3 ’ o t. )
o Re (S0 huc ™ I [[3f) e o))

“f Jéwer™, (te5.)at ]}

(12)

It follows from expression (12) that an optimum detector consists of n par-
tial channels (in accordance with the number of components of the total sig-
nal), each of which contains a correlator with a reference signal operative
from the moment of arrival of the corresponding component. The channel out-
puts were combined in a cross-correlation processing scheme with the coef~
ficients hyed90Er-€:) pig, 1a),

- - s/

[P0
—1X] 9]
A Bsaumwiroppeeny, oo wo Baaummwo Kecpedid. olpxe
A l < ‘lt?’ﬂc h: ‘ﬁ j A [ o o ’

o becatvu hy,
L

Fig. 1. Structural diagram of optimum detector. A) Cross-correlation process-
ing with weights hg,.

There 1s also another possible construction of the processing channel (12).
The channel contains one filter with a frequency-phase characteristic com-
plexly conjugate with the spectrum of an individual component of the total
signal, The effects at the filter output, read at the moments in time cor-
respondi?g to the delays <Tj,..., T,, correlate with the coefficients
niged “ 8™ (rig. 1b).

The structure of the optimum processing channel is substantially simplified
if the components of the total signal after optimum filtering do not overlap
in time. In this case ¥ =¥ Jkr and

£
hic® "—,"“./: (13)
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With the substitution of this expression into (12) we obtain:

. ¢
v o 35 i 1M o) ] (1)

L]
G 10 ¥

Accordingly, in this case the optimum for combined "partial" channels is the
incoherent accumulation of their output effects.

In problems of communication and range measurement the need may arise for
discriminating only one k-fh component of the total signal. All the remain-
ing components, other than the discriminated component, must be classified
as noise. In such a case the procedure for detecting the k-th component is
described by the functional transformation

. (d2)
Alu) J’——-—)//M/a,” d (14)
where A(u) is the probability ratio, Uy is a measure corresponding to the

sum of all "n" components of the total signal, MPy.) is a measure correspond-
ing to the sum of "n-1" signal components (without the "k-th" component),

The expression (14') for A (u) can be easily transformed to the form

4,,;({,) . @J;m) - (o'al,.., ()
where Ap(u), Apn.1(u) is the probability ratio for the "n" and "n - 1"
(except the "k-th" components of the total sigral (1))

Taking into account this expression and (12), the algorithm for discriminat-
ing the "n-th" component is described by the expression

6 *Re [ 52 (4] -4") [ 5196/ fe5) ot )« (15)

o py

[ f 8"1t)e ™ e "1t repalt ]},
4

in which the notation hf“) and h{%‘l) indicates the order of the hip matrices
(nxnand (n=-1)(n-1), respectively).

Taking into account the properties of the inverse matrices hip expression
(15) is transformed to the form

r © Y la) 1

. X I ] A ~

w + | [ é/e)e’™ —E . (0F,)} df (16)
o | Jige™ s e w e} o

Thus, the channel for discriminating the "k-th" component contains an optimum
filter with a preliminary weighted accumulation of the components delayed by
Tiheeey Ta

In the special case (13) expression (16) with an accuracy to constant factors

assumes the form wt :
Tt /f""/"' wtee )], an
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that 18, in this case the channel for discriminating the "k-th" component
contains only one channel optimum for this component and ignores the pres=
ence of other components,

Bxpresglons (12) wnd (16) deseribe the algorithms for the optimum process-

lng of a multiray signal (1) with independently fluctuating components, It

- 18 of interest to compare the case of independent fluctuations of gignals
with the case of harmonious fluctuations (€ 4= §) and coherent rays (=)

The solution of equation (5) with the signal (1), for which E1=E, and
%P1 = leads to the following algorithm for the optimum detection of a
nultiray signal:

@13 f8le wtee)al 8

The channel consists of "n'" "partial" channels ensuring the optimum filter-

ing of individual components, after which the effects should be coherently
summed.

In problems of discriminating the "k-th" ray from "n" harmoniously fluctu-
ating components, the optimum processing algorithm is described by ex-
pression (17), that is, in the case of harmonious fluctuations of signals
the optimum discrimination of the "k-th" component is reduced to the op-
timum reception of a signal, propagating only along this ray, whereas the
presence of other components in this case is ignored. We recall that in
the case of independent fluctuations the same result occurred only in the
speclal case (13).

Noise Immunity of Optimum Detectors

For analysis of the noise immunity of algorithm (12) it is necessary to com-
pute the distribution of the quadratic form

" L4 L
we Re [ E25 bt 4l }. (19)
For the coefficients hjj, determined from the system of equations (11), the
following representation is correct:
»

L3 . .
het 22 iy 4 (20)

where Ay and ¢ i are the eigenvalues and eigenvectors of the matrix {4J§k}:
which are found Xrom the equation:
L)

S Yoe 5 =% %

eyt

In actuality, with the substitution of (20) into the right-hand side of (11)

we obtain . . i
» L. l . * )"
ilhy W) F by 4 5 BV ¥)

Vs
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B e ey) gy
which coincides with the expansion Jip-

Expression (20) makes it possible to write (19) in canonical form:

f e
1 13l

™M

t, =
where s

-!;' -

N

~
<

x

ey

N

~

It is easy to show that the random values .71 are uncorrelated both in the
absence and in the presence of a signal. They are also distributed like
ui, in conformity to a Gaussian law, with a zero mean and the dispersion:

6 A in the absence of a signal
A;(t+3;) 1in -he presence of a signal

The distribution of the sum of the squares of Rayleigh random values with
different dispersions can be computed easily. Hence we obtain expressions for
the probability of correct detection D and a false alarm F:

et (21)
. -, " 24,6 . 21
- Prllar & /7( “1%)
‘ U l24dx)
20 o= T
ﬂ/m.z - “_a?_i__._- (22)

/"

SR

where Uy is the threshold, and Ai are the elgenvalues determined from the
equation

) et | U <23 B <0

In the case of harmonious fluctuations, the distribution (19) is exponential
and therefore

where de 272

is the signal-to-noise ratio after the coherent accumulation of voltages uj
from the outputs of the "partial" detectors.

In the channel for discriminating the "k-th" component from "n" components
in the case of both independent and harmonious fluctuations the distribu-
tion (16) is also exponential. Therefore, D is determined by expression
(23), 1in which
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f' Z:' [
d= vt @ in the case of harmonious fluctuations
1;!_-?}‘“ ;‘;ﬁ //f\“
-
hon = 53 il in the case of independent fluctuations
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For comparison of the nolse immunity of channels for the optimum process-

ing of multiray signals we will determine the dependence of the threshold
signal-to-noise ratio yfii"*.f §*(t)B(t) dt on the number "n" of components
and the relative delay between them J§ = 1 Tout/4T; (T = 1AT; Toyt is

the duration of the signal component after correlation processing).

The results of the computations of noise immunity of the algorithms (12) and
(18) are represented in Figures 2-3 by solid curves.

- The figures show that in the case of independent fluctuations of the compon-
ents the noise immunity of the optimum detector increases with a decrease
in the degree of overlapping of the rays. For example, with n = 6 this gain
attains 4.5 db. In the case of harmonious fluctuations of the components an
- inverse effect is observed in coherent rays. For example, with n = 6 the
gain due to overlapping of the signals is 7 db. However, this effect exists
only with definite relationships between the period of the carrier frequency
of the components * /%)y and their lag 4. Situations are possible when
the relative overlapping of the harmoniously fluctuating components is such
- that with definite relationships between the pertinent parameters there is
a marked decrease in noise immunity (see Fig. 4, solid curves). [*1llegible)

A similar character of the dependence of the d parameter on the relative de-
lay § is also manifested for channels for discriminating one of the "n"
components (Fig. 5).

Now we will compare the noise immunity of optimum processing of multiray
signals with a processing channel optimized for reception of the signal
s(t) in the absence of a multiray situation., The structure of such a chan-
nel is described by expression (17), whereas noise immunity is determined
by expression (23), in which

4 2& /Q,lz in the case of independent fluctuations
s iy “
[nyﬁje' in the case of harmonious fluctuations.
ol

The results of computations of noise immunity of such a channel are repre-
_ sented in Figures 2-4 by dashed lines. A comparison of these results with
the noise immunity of optimum detectors shows that ignoring signal struc-
ture can lead to losses of about 5-10 db, which indicates a need for optim-
izing the signal detection algorithms under multiray propagation conditions.

It is characteristic for the resulting processing algorithms that the high-
est noise immunity (for a model of a signal with independent fluctuations
of components) and absence of a dependence of noise immunity on the rela-
tionship between the period of the carrier frequency of the components

and their delays (for a model of a signal with harmonious fluctuations in
coherent rays) is attained in the case of separation of the components in
time after correlation processing. Accordingly, under conditions of multi-
ray propagation it 1s desirable to use complex signals, whose optimum pro-
cessing can ensure a high resolution of the components. It is obvious that
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the same result can also be obtained in ensuring the spatial separation of
the rays along which the signals arrive at the reception point with equal
or close delays.

We note in conclusion that with a priori unknown conditions of signal prop-

agation (the number of components of the multiray signal components and the

delays between them are unknown) the optimum detector must have a multichan-

=z nel structure ensuring "sorting" for all the anticipated parameters and a
system for sampling the maximum at the channel output.
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SPECTRAL-CORRELATION ANALYSIS OF AN ANTENNA SITUATED IN A NONHOMOGENEOUS
NONSTATIONARY HYDROACOUSTIC FIELD

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Rugsian 1975 pp 234-241

(Article by E. A. Artemenko, V. A. Geranin, M. I. Karnovskiy, A. N, Pro-
deus and G. D. Simonova)

{Text] The principles of spectral-correlation analysis of systems embody-
ing a transformation of the "wave field - process" type have never been set
forth in the literature. In this article this gap in the theory of informa=-
tion systems is partially filled.

We examine two models of a linear spatial-temporal system: continuous and
discrete one~dimensional hydroacoustic antenna systems,

The model of the phenomenon is a field in water excited by noise sources
situated on the plane surface of a deep sea.

Continuous antenna, We will examine first a discrete antenna with electric
scanning of the directional diagram, the distance between whose elements is
small in comparison with the wavelength. We will call such an antenna a
continuous antenna and we will describe it by integral expressions.

Assume that the continuous antenna is situated on the x-axis of a Cartesian
coordinate system. The weighting function of an antenna element Wix, t -7,
t) is the response to an effect in the form:

Wl a0.¢) = 8(x-x.) 8(¢-7) (1)
where ¢ (u) - 1is the Dirac function.
The function W(x, t - €, t) characterizes the distribution of sensitivity
and inertial properties along the anterma. The latter take into account
both the characteristic inertia of the converters and the presence of a

variable time lag in the circuit of each converter, ensuring electric scann-
ing of the directional diagram.
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The complex frequency characterlstic of the antenna is
Hiwa, ,' w, &)s /w/m, v b)expfpulv-oy w)f e o (2)

If no provision is made for scanning and the inertia of - 1e converters is
identical, then

W(a, t7,8) = X(z) h(¢-7)

(3)
and we have
| ' /f':/lba', , 0, d)e Plwd, ) Kw) (4)
where .
Kfewa,, ) « -/.f/wje.go//w «, wf o
(5)

K(w) is the complex frequency characteristic of the converter, If the an-
tenna is oriented along an arbitrary straight 1ine in space,

Laty VYo H2Fo (6)
Ry Uy <l

then the complex frequency characteristic is
Hylwa,, 0, w,¢)= 4 .[W/a'. gz, v, 0 -
s expf v ~(0 % + 0ty i + Oy Z)] A

where y and 2 are related to x by expression (6); W(x, vy, z, v, t) is the
weighting function of an antenna element corresponding to its new spatial
position,

It is easy to confirm that
/4(“'“,: wa,, “",(}"‘-//;"/a’r”u Xy, a..”;,)p w, €/ (8)
rezpf-ju@ 2, + &, g, ¢+ o, 2,)}

We note that Hp(wWe,, @Yo, ¢, t) is the complex envelope of antenna re-
sponse to the effect of a’ plane monochromatic wave

Wz, 2,8) - exmpfjlt-(e, 7 o o,y 0 0 2)]) (9

In a general case W(x, y, z, v, t) is a nonstationary random process. There-
fore, 1t is desirable to introduce the following antenna characteristics

B (R 0y 2, Ul e, Yy 201 G, L) KW, a2y Gy ) WU r 2, 8,8, )0 (10)

%(‘d'dll a’/dyl f"nw,' z, l/lzll,I{‘}- (11)
-f‘:,_f;. (W(z;y,z;v,t})/'ﬁ.;,d,,w,,w,,w,vw»a
:e.ga//[w,v»’wt,'-w,(d,x'a’y¢a,2)]j
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B, (i, , o), w0, Wy, e, W w)e
a e < Mo iy, ahe)s ’ (12)
2 R
s Pl ol wtey, 'y W)

ﬂl‘ '
:PW (xﬂ Xy VA Uy) Uy, d“@;ﬁ'.{/«vﬂ’u “,,6072; 2.y, aé)

« ezofjlal-(y, = 2 yllf deatn (13)

"_{//ow/.z,. ) .2',,/2} (J} *}N w) 4
:ox,o//fwr-(ﬁ, Up + Ry, v & (/,/]/a'.q_ a’&;, o

They can be interpreted as the autocorrelation function, spectrum, frequency
correlation function and the function of the difference arguments for time
and frequency respectively.

Here
MNoa,, wa,, w; w,}gf%/w'd,',whf,’, w! )a (14)
:e%qﬁy?h;-wyﬂ/é?
. (15)
- M sy, 6,7 2,4, 2,8) - Goltetty, 0, 200, 802, 2,4,2,4)
Qs 2y, 2 2, £, 00)= L ACHE AT RS A AS W ), 16
is the complex conjugation symbol.
We will express the autocorrelation function
) B, (4,4 )= <all)ulé)>, an”
the Rayevskiy spectrum
R, &) =55 <ult)s, (w,)>¢”™% (18)
the frequency correlation function
] Y (e, 01)» e <S,00,)3, ()5, (19)
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the function of the difference arguments for time and frequency

o Tt et oo, ~
(21)

18,08,4)2.8, (1.1,
6, (2,0)% ¥, (w, e000)] "

the antenna response u(t) through the spectral-correlation characteristics
of the fleld ¢ (x, y, 2z, t) in which it {s situated,

As the initial expressions it 1s convenient to use:
j;;/(/,.;,%.fw,",’ A, Wy, 0, 8) e, (23)
St g WSyt e, e
o, , Wity o ) ot ot wl (24)
;”/’/-'(Fﬂf“n,. Y5, (et )

(25)
ey, Q,, -} ~w)exog wl)u o, oy, e’ ctes

We obtain analytical expressions relating the spectral-correlation character-

istics of antenna response and the field affecting it by combining (23),
(24) and (25).

For example, from (23), with (10) taken into account, it follows that:
8«(":"'4)'1'7:' .//.(7.‘51#(*,'%3’:: ."f"’u‘."'-'u%"u 44l
By (2, Yy e B 2 0 ), O, 5, : (26)
On the basis of (25) and (12) we ol;cain
8.,/(;,4)' A //.//Z.///VV (', w’dr', Wl W, Wy, w)s

(23)* n?
— ) v . 5
—4&@’6’;, “”65'“ w‘a"' ! w%"_w"-wl ~(e} .wjl‘(“:’ -w)/‘

, , : 27
rexolila,t, < t,)f W ol ) ooty o) ) ot oy @7

Muleiplying (23) and (25), with (11) taken into account, we obtain
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4
8,(,¢)e %‘ (/Z//"?, (W, e, & 2, 2, e 12)

o B Loty ot e, ool 2,42, 0 b2 emof ooty Jfurt o (28)
* Oz oy axy o, A&’ do
It follows from (23), (24) and (11) that
R, 8)4 %’,‘?‘”./{{7/9‘3@’«., W,.w';zz;./.-v)‘ (29)

! 9’:/“"‘3’.,@'%,-&4 w0 Xy 2, G 8 Jort ok ob dla, i, O’ ()
Multiplying (24) and (25), with (12) taken into account, we obtain
2. 4 77 ’ * », o, 3 -
R s, 8.+ S N, el /e 8 o, o0, o

$ o] ', W, )0 ), (o )] (30)
250f)us - ey ), for e ol oy o’ oty ol o ety
Expressions (24) and (12) are reduced to the expression
’ y ’ ,," : ~ .
IACH a’.)fm //{‘7]/ ¥, (e, ), ) o'y, wa,, w7 an

— . : . d,  od,
. %(w'd_",w'dy', w'd'" w'a;‘ .w;.w".(‘u'.wz .m,-w?/w' s

o, o, b’ el Uy geo”
In order to obtain the expression 2R (JS2, T ) we employ the expression

*’,,(72{/‘ é’ .//7/'epr"nt‘{y:”‘; -2, 3,4 %, ¢7)

LA MA LRI X A

(32)

With (13) and (18) or (23) taken into account, on the basis of (20) we ob-
tain: -0 i
dq‘a)',?f .//./{.///7/%(7;1 ,'(",ﬂ',' oy ”yl‘/.'l?'r?‘

B (X, X, Rl Gy 4y, ) 5B L2 L) (33)
"y <2 (00~ o 13- 2 o (2] 3 )
rexolyRY)ay o) o2’ oy A

Using formula (27) we obtain the known expression for the dispersion of re-

sponse of a nonparametric inertlaless antenna for a homogeneous stationary
field through the field indicatrix and the antenna directional diagram
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o
6:,'-”" < //% oL w)/,ﬁ’{#hhytmq L ynind)f s (34)
2 0¥ V6 e

Antenna array, We will examine a one-dimensional array with the interval
A vrlented along the x-axis. 'The weighting function of an element W[(n 4+ €)
A, t =1, t] 18 the antenna response to an effect in the form

§le~(n+e)ol8li-2) (35)
The complex frequency characteristic of the antenna
Hiloa,, ¢ a5¢) « A'._E? ._fwf(n-eja. Yy t2e50f sl waty na))dr (36)
~ is

a two-dimensional Fourier transform, discrete in space and continuous with
regpect to the time variable v,

If the antenna is oriented along an arbitrary straight line, its complex
frequeney characteristic is

//0~/a'~'(x, 64 I.([/d’,’ {,,. (:‘p,. ((/,[/.d.é-: A IV[(” '6‘/43'(//[‘5,/4,'(‘? .

"CoJa3, 05 8] aplf iV (Lx bte* Ky oy oty 2l S0 37
and we have (me&y)ay = £lln+éx)dnl,
(228e)Be =~ Klln & )an], 82;

where the types of functional dependences are determined by equation (6).
{The complex frequency characteristic of a discrete antenna was used in
the studies of Yu. Z. Shlipchenko. )

The analytical expressions for the autocorrelation function, spectrum, and
frequency correlation function for an antenna array are discrete equiva-
lents of (10), (11) and (12).

We will watch the x-axis of the rectangular coordinate system with (an
arbitrarily oriented) antenna in such a way that the origin of the reading
coincides with one of the receivers. Then

: (40)
Ut ~8s e [V nar,00,¢-007W 0ax, ¢ 7d P

or
~ o 55 .
W=itnd £, I e, 0 I Wy e 2 S i (41)
and

o vd: e ’ e e, - [ ” ‘
Sul) b f L S0 (W ke, WI WL, -0, -0) 0 & oL, “2)
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vhere @'(x, y, 2, t) i8 the P(x, y, 2, t) fleld in the coordinate system
related to the antenna

Syt (Welee, )~ S Spr( Woks, Why) W de, “)
Sy W, Wiy ) « Syl win, L +fiu Lyt My i),
WlOuds "Ny s Lo ) e 20[ jutdes s dyps o o 2, )] (44)

Here (n)y, njz, n13) and (ny1, n22, n23) are the cosines of the angles forme
ed by the old axes x and y with the axes of the new coordinate system; x0,

Y0s 20 are the coordinates of the old origin of coordinates in the new co-
ordinate system,

The response correlation function can be computed using expression (40) or
expression (41) or the expressions (40) and (41).

Accordingly, we obtain:

o) = s S8 JfBplnts, 00442 0000, 8.g20-117. (4s)
! '9".'[}’/‘“" ‘,,,.{I/’ "7".'.1)'1 ‘fl,t']{/l/"/y' (//57
, b g7 i b,
e ‘(QI/’ /4 f‘/~u N ARy 'u/:
o r ' ¢ s
) (46)

. ~dr ‘:‘-‘ . N
Nl L el e Jep et e
1 v
117,({( ’/ﬁ/'ild, t/w'nf/" ;{w‘“ [//6‘)
. ’ - - 7opd I \
) ()%, 2. /i]:[ Yo, L)) w09 F i) + (47)
- 4 i . .
R (/:._'/'w’of,, cw! wfwent), nax, 4t [ € :/m/‘-’;‘t.c/j +
Wt Al L S e #?)

We obtain the antenna response spectrum on the basis of (40) and (42)

P -
St )@ M R, 0 04,06,6 ) @)
~t

YWl w0 08, 25 J " AL, L2

Employing (41) and (42), we obtain the antenna response spectrum in the
form:

. -'u. Uf"l‘), !3551_‘-' , . .
Bt 41 =(2i) ) S L Bkl Wl widl W) @)
w'A, w74,
r 4 " ¢ ” ’
LWL, WL ] - (w0 -t )]

v exp [ty -u, )¢, jw"w".‘ dlx dl,” dw' dw " Lo
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The antenna responge frequency correlation function looks as follows:

= e

17 ;Jﬁ w'}""’/m{' W)W W
- : sy A ’ “r Fl 4y
¥y (W, &b ) = (230" L z?’z,'%u ’ " (50)

w g ' ” » Y. o ?
‘ij,[ld'o(,, ll/” ’ ) “w,/‘.{‘)/ "/ll/'““j/,” /ml [l) /]X
rwtwt oLl AR dw L
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UDC 621.391.17:621.396.67

DETECTION OF SIGNALS AND SPATIAL LOCALIZATION OF THEIR SOURCES ON THE
BASIS OF SPECTRAL ANALYSIS

Novosibirak TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 242-250

fArticle by V. 1. Chaykovskiy)

[Text) In connection with the improvement of algorithms, structure and
increase in the speed of specialized Fourier processors (spectrum anal-
yzers) of digital and analog types it is important to broaden the possibil-
ities of their use in the informacfon field. Examples of such an applica-
tion are the spectral procedures for detection of a useful signal and the
formation of the directional properties of a linear antenna considered
below,

As is well known [1], for a model of a precisely known signal S4(t) and
noise with a normal distribution law n(t), stipulated by the equation

y/y 2 SlY* alY; - 0t eT Q)

the optimum detector is a set of matched filters or correlators perform-
ing weighted integration of the type

, .
«: = Jytduty ! (2)

Integration is carried out for the entire set of possible signals (1 = 1,
2, 3,...), so that on the basis of a comparison of the results the most
probable of them is determined. The weighting characteristic for integra-
tion is unambiguously related by the expression [2]

v
wlg) 5 9[ Ll et &)

to the form of the useful signal spectrum Sj(«w) and the spectral density
of noise P(«)), stipulated in the band Ad, so that for white noise
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1t follows from what has been cited above that the synthesis of an optimum
detector 18 reduced to choice of an algorithm for determining the mean ¢,

wo methods for optimum detection on the basis of modeling of the weighted
mean have been investigated in sufficient detail [3]:

== the method for direct modeling of algorithm (2) using factoring devices,
delay lines and integrators;

== the frequency filtering method, using a matched filter, whose frequency
characteristic 1s complexly conjugate with the welghting function 72y(t).

Recently in the practice of signal detection use is being made of still
another optimization method based on the carrying out of spectral anal-
y8is of the mixture y(t) and subsequent processing of the analytical re-
sults [4, 5], This method 1s close to the frequency filtering method [6],
but for selection of a signal hypothesis no reverse shifting in the time
region is required. Using this method (spectral density method) all the
initial data for the adoption of a decision are formed in terms of the
spectral characteristics of a signal and noise.

In actuality, applying the Parseval theorem to determination of the weight-
ed mean ol {, we obtain

o .

ik [ VIR W) do (5
where Y(«&) 18 the Fourler transform of the record y(t), chd) is the com-
plexly conjugate spectrum of the weighting funetion ¢1(t). The finiteness
of the integration interval in (2) makes it possible to represent Y(«/)
and Rf(aJ) in the form of Kotel'nikov sums

V1o) = E ¥ (x5 sine F10 - 55)
R = 52 RI(x % sinc F (-5 )

whose sukstitution into (S5), taking into account the property of orthogon-
ality of kernels of the type sinc x,determines the result of weighted in-

tegration in the time region in the form of the weighted sum of the spec-

tral components of the record of the investigated mixture

4w Z V()R ©

and

A natural limitation on the effective zone of existence of the weighting
function spectrum (useful signal spectrum) simplifies the derived expres-
sion, reducing it to the final sum of the weighted spectral components

xeQ o
« o 5 VIR E) g
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(The spectral processing method has been described in detail only for

the special case .of reception of telemetric information in ‘the case of
multiple frequency manipulation [4] and the case of detection of complex
narrow=band signals with a random initial phase [5]. Its effectiveness

in the detection of signals of an arbitrary shape has not been evaluated.]

As noted above, the sét ©¢ 1s a set of informative parameters from which

18 accomplished the optimum procedure of adoption of a decision. As a re-
) sult, the derived expression can be regarded as the algorithm for the op-
- timum processing of a mixture of a useful signal and noise, completely
equivalent to the optimum correlation algorithm (2). The distinguishing
characteristic of the formulated algorithm is that it is based on the
weighted summation of the spectral components of the investigated mixture,
whereas the correlation algorithm (2) assumes a weighting of the.initial
record y(t). In a number of cases this peculiarity ensures a determination
of the advantage of systems for optimum detection based on spectral pro-
cessing. The advantages are determined by the possibility of use of ex-
tremely effective modern means and methods of spectral analysis in the
detection system. .

For real records of a mixture of a useful signal and noise expression (7)
and the optimum detection procedure corresponding to it can be simplified,
taking into account the properties of the even and odd symmetry of the real
and fictitious components of the signal and noise spectrum. In this case

- »4 Q2 Re R, *--Z, {/?e}’/?e ” ‘ImYI'"R:.} (8)
where Y and Ry 4 are the sample values of the corresponding spectra at
frequencies k 21 /T.

The refinement of the spectral processing algorithm presented above makes
it possible to represent the optimum detector of the considered type, or,
which is the same, the Fourier optimum detector, in the form of a multichan-
nel analyzer of the complex spectrum, in the analysis interval accomplish-
ing a determination in real time Q + i of complex (or 2Q + 1 orthogonal)
Fourier coefficients Yx of a mixture of useful signal and noise, which by
means of a set of matched (with the spectral characteristics ReRyj and

ImRy 4) pairs of multichannel weighting summators are added in accordance
with the expressions

- 22 Re Y, ReRy; and Z';Tm VLI R:

[The matching assumes a coincidence of the transfer coefficients in the
channels of the summators and the corresponding readings of the spectral
characteristics ReRyy or ImRyy of the weighting functions at the frequenc~
les k 2T/T.]

The results of the weighted summation in each summator of the i-th pair
are combined, in accordance with expression (8) forming the informative
parameter ©<j, Since the quantitative values of the informative para-

meters o<, determined in accordance with the spectral processing
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algorithm (8), all other conditions being equal, coincide with the quan=
titative values of the informative parameters o¢, determined in correla-
tion processing, the conclusion must be drawn that there is a coincidence
of the working characteristics and other properties of the optimum cross-
correlation detector or a recursive matched filter and an optimum Fourier
detector. The difference between the compared optimum detection methods
is manifested only in apparatus for their realization.

As we have noted, the principal link in the optimum Fourier detector is
a multichannel analyzer of the complex spectrum operating at a real time
scale, that is, accomplishing a determination of all Q complex Fourier
coefficients with a delay relative to the interval of existence of the
useful signal, not exceeding the inverse value of the doubled width of
the investigated spectral band. This makes it possible to ensure process=-
ing of information in adjacent intervals T of signal existence without
losses. Since the number of coefficients to be determined is equal to
the coefficient of signal complexity TAf and in practical cases can at-
tain many hundreds, the used spectrum analyzer must have an extremely
high speed. Quantitatively the value for this speed is evaluated on the
basis of the mean time for determining one coefficient

T
T-?de_/?/” ‘9)

Guided by models of digital spectrum analyzers using fast Fourier trans-
form algorithms [7 ], the ‘T parameter can be evaluated at tens of micro-
seconds. In those cases when this speed is inadequate, it is possible to
recommend use of digital synthesizers of the Fourier coefficients [8],
making it possible to increase the speed T to a few microseconds. Finally,
in order to have analyzers with the speed T of the order of fractions of
a microsecond it is necessary to use a discrete-analog spectral analysis
method [9]. A peculiarity of the discrete-analog spectral analysis method
is a discrete representation of the investigated signals and an analog
processing of the principal functional transformations constituting the
content of the Fourier transform algorithms. Such a combination makes it
possible to organize a simultaneous determination of the required number
of compiex Fourier coefficients at the rate of information receipt.

The possibility of synthesis of an optimum detector on the basis of spectral
- processing indicated above is based on the existence of a spectral (rig-
orously equivalent to the temporal) description of operation of a linear
optimum filter or a correlation detector. It is natural to assume that the
spectral models exist not only for linear systems for the processing of
signals (time functions), but also for systems for the processing of dis-
tributions (space coordinate functions). An example of such a system is
a linear (one-dimensional) antenna system or its discrete equivalent --
an equidistant antenna array. An analysis of the spectral model of a lin-
ear antenna makes it possible to clarify a number of useful peculiarities,
whose use makes it convenient to synthesize a diagram-forming unit or a
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unit for controlling the directional properties, whose functioning is
based on the spectral processing of information. The use of the spectral
processing method ensures, as in the case of synthesis of an optimum detec-
tor, definite technical advantages of the considered systems.

The functioning of a band antenna with independent elements is formally re=-
duced to the integration of the instantaneous values along its apertures,
taking into account the distribution of the sensitivity of antenna elements
G(x). In this case, using the generalized coordinates u = Teinl; p = 2%/ A
N = 2L/), where N\ is the wavelength of the excited oscillations; x is the
space coordinate; Y is distance; ¥ is the angle of incidence of the wave
front; 2L is antenna length, the output signal is represented in the form

") .
f/r;u,- t)_=§fA,{z;u;t) Glp)dp . (10)

As follows from (10), for a point source of harmonic oscillations situated
in the distant zone, the dependence of the complex amplitude of the output
signal F(u) on the angle of incidence, or what is the same, the complex
directional diagram, with an accuracy to a constant factor is determined

as a complexly conjugate Fourier transform of the distribution of sensitivity
of elements in the system G(p) [10] '

Flu) = f Glp) e dp (11)

Expression (11) is a symbolic description of the spectral model of an an-
tenna which can serve as the basis for developing a method for the electric
control of the directional diagram or organizing a multiray antenna on

the basis of a fixed linear base. In actuality, it follows from (11) that
for moving a directional diagram formed by an antenna with the spatial sen-
sitivity G(p) by the value Au it is necessary to use the sensitivity (re-
sponse) distribution G y(p)

G ) =Gple™

I's
F/U:UI) -.;/[G/Ip)e'/‘“fe/“"# (13)

(12)

since

This situation is a direct consequence of the theorem known as the "movement
theorem" in Fourier transform theory. Thus, in accordance with the modeling
of functioning of a linear band antenna (10), for movement of the diagram
it is necessary to carry out integration of the excitations in the aperture
with a new weight. The output signal of the antenna is represented by the

integral
f/l/~4!i,‘ 2, t) 'ﬂ, (ww; t) Glp) e'/“t’a;o (14)

It follows from expression (14) that for movement of the directional dia-
gram by the angle Au it is necessary to use a diagram-forming unit which
at the "frequency"” A u accomplishes a Fourier transform of the spatial
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continuum of the elementary exeitations in the antenna aperture. The
procedure for moving the directional diagram of an antenna with a stipul-
ated distribution of response of its elements G(p) is thus reduced to the
procedure of carrying out a spatial Fourier transform at a stipulated
angular frequency and the diagram-forming unit is represented in the

form of an analyzer of the spectrum of space harmonics.

Applicable to a band linear system not having branches along its aperture,
it is virtually impossible to carry out the spatial Fourier transform pro-
cedure. However, it is quite easily carried out for a discrete equivalent
of such a system == an equidistant antenna array.

FPor a discrete equivalent of a linear antenna with a distance between the
elementary detectors d equal to half the wavelength A, the procedure of an
integral Fourier transform in the space coordinate is replaced by the pro-
cedure of discrete inertialess weighted summation of the sample values

of the continuum of perturbations

f(u-au;‘ 3 t) = g Aulryut)Gle) e/~ (15)

where Agx is the instantaneous value of excitation of the k-th antenna
array element, G(k) is the response of the k-th element. Then the procedure
of directional diagram movement can be considered a discrete Fourier trans-
form procedure weighted in accordance with the distribution law for excit-
ation in the space of antenna array elements
s SeuX
d "/
flia e £ 32 R (3, ¢ ¢ (16)
’ Avop

where Ry is the excitation of the k-th element of the antenna array, weight-
ed with the coefficient G(k)

R‘ (0,08 = A {'7,‘!.‘,‘2} Glx) an

- Expression ,(16) is the algorithm for functioning of the diagram-forming
unit accomplishing inertialess summation of the instantaneous values of
the elementary excitations R (2; u; t), weighted by the complex coeffic-
ients exr [-jA uk].Such a procedure, as noted, coincides with the procedure
for forming of the complex Fourier coefficient for the discrete distribu-
tion of real readings Rk at the frequency A u and can be reduced to two
independent weighted summation procedures

Avy
Re [ffu“"/' 2y tl) = 2:V R, caskau (18)

Tl 1 55 R i (19)
.I.mlfl.'(-u.-l-:,t‘/]—é; ) Sinkau

Each of the weighted summation procedures (18) and (19) is easily realized
using 2N + 1 channel analog summators in a bipolar operational amplifier

- with a set of weighting resistors stipulated for the required 4 u. Varia-
tions of these resistors, matched with the required law of change A u,
make it possible to carry out plane or discrete measurement of the angle
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of movement of thn directional diagram.

In order to organize a multiray system with 2Q +1 independent directional
diagrams it is convenient to use as the multipole diagram-forming

scheme a matrix weighting unit formed as a result of the parallel cutting=-
in of 20 + 1 pairs of 2N + 1 channel analoy summators. In this case each
pair of summators contains a definite set of weighting resistors ensuring
formation of the n-th partial directional diagram with a stipulated move-
ment Aup. If the partial diagrams conform to the condition of uniform
(with the interval Au) movement of the generalized angle conrdinate

al, ~nall (20)

the weight coefficients are determined by the values

C""» ccvnnau {21)

S = sin n«au} 1n]204.,Q; x| »64¥

with formation of the matrices |l el anals™™k| , each with the dimension-
ality (20 + 1) x (2N + 1). In this case the algorithm for functioning of
the multipole diagram-forming scheme, realizing the processing of 2N+1
signals from the outputs of a linear antenna array for the formation of
20+1 partial directional diagrams, can be written in the form of a matrix
product, separately for the real and fictitious componen’ 3 of the complex

directional diagrams:
[Refull =IC* IR } (22)
I Imfull 21" IR

where || Rk" is the columnar matrix of perturbations at the output of the
antenna array channels.

The procedures for the formation of partial directional diagrams for a
multiray antenna array, represented by expressions (22), are convenient-
ly carried out using two scalar matrix inertialess weighting schemes with
the dimensionality (2Q+1) x (2N+1), in essence representing a complex dis-
crete-analog space harmonics spectrum analyzer [11].

A diagram-forming unit of the type considered above for each space frequency
(movement angle) Aug has two real outputs, representing the real Refn (u -
Au; T; t) and fictitious Im fn(u - Au; 2;t) components of the harmonic to
be analyzed. This circumstance in a number of cases makes it possible to
extract additional information on the parameters of the received signal.
However, in the case of formation of the directional diagram of interest

to us the presence of two separate reception channels is an undesirable
factor, since for each of the channels the directional diagram is repre-
sented in the form of identical lobes symmetrically crossed at the angle
+Auk. As a result, the amplitude directional diagrams for each output have
an uncertainty with respect to the sign or direction of movement of the
main maximum. In order to eliminate this uncertainty it is necessary to
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proceed from a complex diagram to its modulus, which is easily achieved
with the quadrature summation of the output signals of the channels for
each gpace harmonie. The formed amplitude directional diagram, all other
conditions being equal (number of used detectors, distribution of response,
angle of movement and frequency of the received osecillations), is com=
pletely equivalent to the directional diagram of an antenna array with sig-
nal phasing. A distinguishing characteristic and advantage of the spectral
method for the forming of directivity is the use of resistor groups as the
regulating elements instead of the phase inverters used in classival an~
tenna arrays, which is manifested particularly significantly in the plann-
ing and use of antennas with a directional diagram controllable by program,
since it ensures improvement of the weight and size characteristics of

the diagram=-forming units and the convenience of their tie=in to digital
control units,

We note in conclusion that the effectiveness of the spectral models and data
processing procedures indicated in the examples of determination of the
cross-correlation coefficients for signals and the space harmonics spectrum
is retained in the solution of a number of other problems of independent
interest and falling outside the framework of this study.
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UDC.534.6
ONE METHOD FOR DETERMINING THE COORDINATES OF A LOCAL NOISE FIELD SOURCE

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 251-254

[Article by A. M. Derzhavin, L. A. Bespalov, 0. L. Sokolov, O, Yu, Boren~-
shteyn and A. G. Strochilo]

[Text] A determination of the coordinates of local sources on the basis
of the noise field created by them 1s an extremely timely problem in stat-
istical acoustics.

The considered method is among the rangefinder-difference methods for the
determination of coordinates. The basis for the method is the use of a
sufficiently great number of nondirectional detectors situated on a
straight line parallel to the selected axis of Cartesian coordinates.

We will use the notation Y1s ¥2s++0,¥n to designate the vertical coordin-
ates of these detectors and y to denote the coordinate of the noise source.
For implementing the method it is necessary to satisfy the condition

Y1€Y<m
It is obvious that for estimating the coordinates of the source y 1t is

sufficient only to establish the number of the detector closest to the
source.

This can be done using the maximum difference of the distance from the
noise source to the first detector and accordingly to each of the remaining
detectors.

From the set of measured distance differences ARy/i = 2, 3,...,n/ we

select
A’e' 5{(’91"91)£-/}M>0 ) (1)

where R;, R; are the distances from the source to the first and i-th detec~
tors.
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In order to estimate the distance differences in the case of nolse sig-
nals 1t 1s most common to measure the time lag of the cross-correlation
function

The conditions for che applicability of correlation analysis for acoustic
problems are analyzed in detail in [1]. It is shown, for example, that

the use of correlation analysls is preferable only in those cases when the
width of the signal spectrum is adequate for the forming of a pointed cor-
relation function,

This condition applicable to the described method is expressed in the fol-
lowing way » P
fad o K00 (T)
Af 10 > m 7o @)

where Af is the width of the energy spectrum of the noise signal, Pl 1(),
R1,i+t(t) are the maxima of the cross-correlation functions of the signals
from the first and accordingly from the i-th and from the (i+l)-st detec-
tors, T4 443 18 the time lag between the extrema of the cross-correla-
tion functions R, ,(z) and R (t), m 1is the error coefficient for

1 1,4+l
evaluation of the’correlation’coefficient.

A preliminary evaluation using formula (2) shows that with lag durations
'61 i+1 of the order of msec, being usual for the correlation analysis of
acoustic signals, the width of the spectrum must exceed hundreds of cps.

Expression (2) does not take into account the nonstationary nature of real
noigse signals. We will estimate the error in measuring the correlation
function caused by the nonstationary state. Since the use of discrete
methods 1s characteristic for developing the correlation analysis approach,
we made an analysis of the error in the example of measurement of the auto-
correlation function of a signal quantized by level and time.

For generality we will assume that the quantization levels can be variable
but limited in value, that is
A= 1Y/ or [(/./-ﬁ:o/m‘< #oo /=42, ...

Similarly, for time intervals the following is correct
dulty, =t |# ot croo , Eeg2, ..

We will also assume that the noise process X(t) has a zero mathematical ex-
pectation and the covariation function By(tj, t2).

As an evaluation of the covariation function of the noise process X(t) we
will take a random value determined by the expression

B14,5 at, W)= 4 5z (tenat) 2 [treenat), (3)

where N is the number of observation points in the process x(t), obtained
as a result of quantization of the X(t) process by levels and time; At
is the time interval between adjacent observations.
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For each t we use the notation [t] = max, Ltié t:}
NDue to the fact that we have the inequality
o =~ U, .
-2 /2! / 41

we obtain the expression

Z(t)- xfle) = (L) <“%. : (4)
Then it is possible to write
E((E)~ &) = (Lt]-2)x}(2) + O(2-[2]) (5)
From the expressions (4) and (5) we obtain an expression for the quantized
process '
#(t) =+ £(8) + I((t]) = (£ (L) 5i(8) e B2 (2] ©

Using (6), it is possible to write un expression for the product of values
of the quantized process at the moments in time t] and tp, separated by the
interval 7, and then, proceeding to the mathematical expectation we final-

Wobtain B, (6, 4)< B, ) - (t;-16,]) 285 0 8)
-1, -[t,])ﬁgfhﬁ-)— - (6, (1) +Ge(t,) & ™

Using (7) it is possible to find the mathematical expectation of the eval-
uation (t, T, at, N), and then replacing the sums by the correspond-
ing integrals and assuming T = NAt, we arrive at the expression

A 7
MB. (2,7, a2,/) <7.’—/3¢(t+z, LT+ Z)d2 +
v T Y .
I8 (t+2 ¢ +T+ & 9By (2+Z t4T+2) ) 4.
e (|l e 2] ) Pl itz + @)

Z

-+ -29,1/?6‘ {;‘+z)+6_‘(f f;.z)]a';_- + %[Bx f;“+7:'£ez‘ f7'} -
. SB.(tee)] 7

Now the sought-for expression for the modulus of the bias ot evaluations
can be written at once:

(8 Be T8t 8)[</MB, (17 o1, 0)-8, (1 242))<
. , R
< /r,%fﬁg(hz; tCrE)AE -8 (1t r)/'+-$pf/%?ﬁf.'£7+
+ /.@dﬁ.pffﬁﬁé)/}dg -+ :zéf.af(s_‘(hz) +6, {t;r,g)),/g +
oo . LE[B (24T teraT)- By (1247)).

(9)
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Expression (9) makes it possible to compute the error in bias of the eval-
wation of the correlation function of the nonstationary noise signals,

- quantized by level and time. In a special case, assuming A-» 0 and 5~ 0,
it 18 possible to compute the bias of the evaluation of the correlation
function of a nonquantized noise signal.

As an example, we can consider a process of the type x(t) = ¢(t).
2(t), where ¢2(t) = e8 L, %(t) 1s a Gaussian process with a zero mean and
the correlation function

5: (t) =& ; é""',

In this case from formula (9) we obtain

’ A T olhe
|aB.(t 5 et W) //—%7/6:. ew o "?*‘—1-2?‘;-6: (144
+lp=al) " E el ) 4 o 8 €Y (1167

(6% )+ 4L er e¥ U Teun )

The evaluation of the bias error makes it possible to clarify the influence
of nonstationarity of the noise signals on the accuracy in measuring the
coordinates of local sources of the noise field. It should be noted that
this systematic error has a tendency to increase with an increase in the
number of readings or an increase in integration time.

BIBLIOGRAPHY

1. Broch, T., BRUEL AND KJAER, TECHNICAL REVIEW, 4, 3, 1970.
COPYRIGHT: Notice Not Available

5303
CSO: 8144/0938

140
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

- FOR OFFICTAL USE ONLY

- UDC 621.391,82:534,88+621.396

INVESTIGATION OF THE NOISE IMMUNITY OF A STANDARD DETECTION CHANNEL IN THE
RECEPTION OF A TWO-COMPONENT SIGNAL WITH A NARROW~-BAND NOISE COMPONENT

- Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY=-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 255~262

[Article by V. M. P'yanov]

[Text] In some practical applications of hydroacoustics one must contend

with the detection of a so-called two-component signal sy (t), one of whose
components s(t) is a.determined (or quasidetermined) component, the second
sp(t) 18 the noise component (for example, see [1])., In this connection it

can be of interest to investigate the noise immunity of a standard detec-

tion channel (SDC) with the reception of such a signal. In this study it is
proposed that s(t) is a narrow-band radio pulse with a fixed amplitude A

and a random initial phase 8, existing also in sp(t), in the interval

(to, to + Tgl. The noise component 1s a random, normal quasistationary narrow-
band process with a zero mathematical expectation and the correlation func-

tion
B} 8,(t )= C'e (¢ u)cos a, (¢ - ), W
a(t’u}:/l-!'%‘g' Houlss o
A Hedl >
‘ ' «, =.¢), row,

The power spectra sp(t) and s(t) differ only by a shift along the frequency
axis by A“é.

- As additive noise N(t) we used white noise with the correlation function
Bl u)« L 5pt-0) | 3)

We will examine a SDC consisting of a preselector, quadratic detector (QD)
and low-frequency filter (LFF).

We will determine the signal, noise and signal-to-noise ratio at the SDC
output with the arrival of a mixture of the above-mentioned signal sz(t)
and noise at the channel input.
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tt i{s assumed that the effective transparency band of the preselector is

Nﬁ »afy m “/6/'

[3= eff(ective)) where A f.¢p ¢ and Afeep 5 18 the effective width of the
spectral band s(t) and sp(t). The response og the preselector to the noise
and determined components of the signal 8p(t) 1is

Wl 180 4@ st)

In the presence of a signal at the preselector output we obtain

- gell)e 0 0+ gul¥) w

where Y n(t) 18 the response of the preselector to noise.

As the signal C at the channel output we use [2] the increment of the math-
ematical expectation of voltage at the output, caused by the presence of

a signal at the time of the reading tg + T. Although usually we select T =
Ty, we cite the signal and noise values for a more general case when for
one reason or another T« Ty, :

In this case

exaisl' o S oo 2o o

vhere a3 is the detection constant, hs (€) is the "impulse" transfer char-
acteristic of the LFF )
PR N i 7 I vy s B
Qesgei Qoo QlW ;G S (6)
VAt G'7 7
//-.?:..f; re _fy-f,' H-af”;'p..r:.;/

As the noise TT we use [2]) the mean square value of channel response at the
reading time.

Accordingly, bl . .
Nl ffll e T8 ) .0 74, ) By, (o o, 7
) @

where By §£g(ty; t2) ie the autocorrelation function of the low-frequency
component of the process zz(t) at the detector output.

Taking into account the nondependence and normality of the processes s,,(t)

and N(t) and representing the the correlation functions of the noise com-
ponent and the noise at the preselector output in the form

8,(40)+62, (bu)cosflis compt-w)] | ®

8.l u)= 62, M u)cos w, (t-u),
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after a number of transformations we obtain
YA Y] 9
/12,6, [E;/i{r}z’iydr] , L ®)
where e
I Jh 04 fere) ot (10)
9, / 4 ) ot
it)a a,:‘/q. a:ﬁ)¢G; 2;,(:‘)' .?Q"Ca; é:,ﬂ‘)a’” (t)dos L
f#’{"ﬁ;‘g,(r)ms awy & r q,"a'w(r)j/ (11)
The results of cdmputation of the signal-to-noise ratio for a case when
the LFF is an ideal integrator (I1) and the preselector is an individual
resonance circuit (IRC) under the condition that Awg = 0 are given in
Figo 1.
c
n
M=50
5 Ll
)
_ /]
A | 4 / .
3 /s
0 S
.2 /l/ /.’ 25
d
/4-7" ~30
L S e
0 310 25 30 W u
Fig. 1.

It follows from Fig. 1 that the signal-to-noise ratio increases with an
increase in M, but the rate of this increase is dependent on Y. In the
case of large § the signal-to-noise ratio is virtually not dependent on
p+ and on ) and approaches Y2 . It also follows from Fig, 1 that when

B P <p1 an increase in ¥ causes an increase in the signal-to-noise ratio,
whereas when M >My there is a decrease in the signal-to-noise ratio. With
M = 50 the Pj value is of the order of 15-20; a decrease (or increase)
in M causes some decrease (or increase) in P1e

Thus, cases are possible when an increase in s p (t) or s(t) at the channel
output leads not to an increase, but a decrease in the signal-to-noise

ratio at the channel output; an increase in J' or P causes a greater in-
crease in noise than the signal at the output.
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In this connection the question arises of how an increase in Y or Mex-
erts an influence on the reliability of detection of a two-component sig-
nal. In order to obtain a rigorous answer to this question it is necessary
to determine the distribution law for the process at the output and then

on the basis of this law construct the detector detection characteristic
cutve (DCC). However, unfortunately, it was not possible to determine the
precise distribution law for the process at the channel output. It 1s neces-
sary to be satisfied with different approximate representations.

If the process at the SDC output is assumed ‘to be normal, the DCC is deter-

mined by the parameters [2]
ls S84
RN AL (12)

where O 2, o and 62,‘;0_ 18 the dispersion of the process at the channel
output in tue absence and in the presence of a signal at the input.

An increase in the dispersion at the output leads to a decrease in d2 and
accordingly to some increase (with a given d1) in the probability of cor-
rect detection D. Thus, the influence of a decrease in d} with an increase
in ¥or M, which was mentioned above, on the reliability of detection can
to one degree or another be compensated by a decrease in d2.

The question arises of the possibility of approximation, by a normal law,
of the process at the LFF for a two-component signal.

1t is known that the normalizing effect of LFF is manifested only in the
case of a large M value. Therefore, for a two-component signal, to the
usual conditicn of normalizability M>>1 is added the additional condition
Afope pT>>1, where Afeff p 1s the effective width of the band s,(t) at
the preselector output.

However, for s,(t) there is satisfaction only of the first condition and
therefore the BCC,'constructed on the assumption of normality of the pro-
cess at the output, may be inadequately precise. Assume for the IRC-QD-II
channel there is satisfaction of the condition M>>1 and the condition
Afefrf pT <1 or Afgff p<2ATFeff 1, Where AFesfr T 1s the II effective
transmission band [2].

With satisfaction of these conditions the process at the LFF input (see
expression (11)) can be divided into two groups: one group (consisting

of several components), which with passage through the LFF is virtually
normalized, and the second group (consisting of one component sz(t)), for
which passage through the LFF is virtually not related to the cﬂange in
the distribution. In this case the distribution of the process at the LFF
output 1s determined by the composition of the normal and exponential
distributions; on the assumption of a nondependence of these distributions
the resultant one-dimensional distribution density of the process has the
form [3]
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M/R,’u,@{-em/;é-f.-j@(-’%ﬂ, (13)

where <P (x) is the Laplace integral; £ = Gf/d‘zg Gy, G2 are the para-
meters of the exponential and normal initial distributions.

We will call (13) an exponential-normal distribution,

An equation for the detector working characteristic (DWC) follows Erom (13)
/28 G o b G o (14)
D= m/c; -63"-40 (/u#)/f?g}\{/-e—i—v-a;!w’//.p)}'

where 7)'1 is a function inverse of Q’ 5 63, 6 are the dispersion and
the mathematical expectation of the process at the channel output in the
absence of a signal at the input; a is the mathematical expectation of a
group of components having a normal distribution; F is the probability of
a false alarm.

With a normal distribution the DWC equation has the form [2]

%.-.-99//0?,' /Z'CD‘(/-F)_/ (15)

Thus, an examination of the SDC noise immunity with the reception of a two-
component signal with a narrow-band noise component is carried out by suc-
cessive approximations:

a) zero approximation -- evaluation of noise immunity from the signal-to-
noise ratio;

b) first approximation -- determination of the DCC on the assumption of a
normal distribution at the output;

c) second approximation -- determination of the DCC on the assumption that
this distribution is an exponential-normal distribution.

Some results of computations of the DCC in the case of normal and expon-
ential-normal distributions of the process are represented in Figures 2,

3 and 4, 5 respectively. A comparison of these curves indicates an insig~-
nificant difference between the DCCs in the first and second approximations.
The difference increases with an increase in ¥ and when Y'= 0 disappears;
for ¥'€100, P< 150 with a normal distribution the value is somewhat great-
er than in the case of an exponential-normal distribution. The DCC distrib-
ution in the first and second approximation with respect to the threshold
values P-ipr and ¥ppy 1s also insignificant and does not exceed (for the
considered A and }* values) 2-3 db. A common characteristic for DCC of

both approximations is that with small M values (A<, where Py 1s

some '"boundary" value) an increase in ¥* causes a substantial increase in

D, whereas in the case of large M values (M > H1) an increase in ¥ causes
some increase in D. This P 1 value increases with an increase in P and M
and a decrease in F. The M) value with given M, P and F falls in some
band dependent on f; with an increase in Y P1 increases somewhat. An
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increase in M causes a decrease in D, that is, an increase in Pipp; with
an increase in x this change in D or Pyhy is less significant. ‘
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The sole qualitative difference in DCC for both distributions is their be-
havior when ¥+ o0 . For a normal distribution this leads to D-+0.92, but
for an exponential-normal distribution this leads to D-+1. Although this
difference still does not appear for the considered values a‘<100, it 1is
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evidence that the second approximation more precisely describes the pro-
] cess at the channel output.

These experimental Investigations of SDC noise immunity with reception of
the mentioned signal also confirmed the proposal of an exponential-normal
distribution of the process.

Another question of interest is the matching of the SDC with the two~-compon-
= ent signal in the preselector band. Below this problem is considered under
- the condition that tg = 0; Tg = T; Aa) = 0,

Under the term "optimum transmission band of the preselector" we will under-
stand the band A«), which maximizes a ratio in the form [4]

;ow) .
Jo /°:: , (16)

M

ca0)= s, ;00)0 G, ; o)

where
(17)

is signal power at the preselector output, tm is the reading time at which
P33 attains a maximum,

It can be shown that tp = T. In this case

2, . 4 i (18)
e £l ST
Taking (16) into account, we obtain
‘ )i
D(// /ey mw(’ e‘w) }77 F/"/) irlé/%"//zl 19)

The dependence : -2 :
s S P (i-¢ e /
e

on M for values of the parameter A2/4 G 2 =0, 0.1, 1, 10 and ¢ (02 = Q)
1s shown in Fig. 6.

(20)

/'\ \ ITA;":: M
i ST

VA \
Vb“k: N/o—
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Fig. 6
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ft can be gseen from Flg, 6 that the optimum value Mopy = Aferf opt*T ®
0,5-0.7 with virtually any relationships between the determined and noise
componenty of the signal,

Thus, the presence of the considered noise component exerts virtually no
influence on the cholce of the optimum transmission band of the filter,
which 13 determined only by signal duration.

3.

l"
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UDC 534.883.4 N
DETECTION OF SIGNALS WITH UNKNOWN PARAMETERS ON A REVERBERATION BACKGROUND

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 263-269

[Article by G. S. Nakhmanson and V. V. Pavlov)

[Text] In a study of the problems involved in the detection [1-3] of sig~
nals against a noise background it is usually assumed that there is a co-
incidence of the parameters of the received and reference signals, which
does not seem possible in a real situation. A mismatch of parameters can
lead to an appreciable deterioration of the detection characteristics;
therefore, simultaneously with detection it is necessary to evaluate the
signal parameters [4]. In this connection it is of interest to examine the
detection characteristics of a maximum probability detector, comparing

the output signal maximum with the threshold.

Characteristics of Detection of Signal With Random Amplitude and Initial
Phase

Assume that an additive mixture arrives at the detector input

Z(t) = 812, 6,80, 8) + 1a(t] + 2, (2) M
where S{f; tha’l Q);.al F/l' ,')m/‘dl 'm‘)-yl

is a useful signal with a random initial phase, uniformly distributed in
the interval [0, 21T}, and an amplitude conforming to a Rayleigh distribu-
tion

W(a) = acap(-a'/eel /6L, av0. Flte) a Ptl) are

amplitude and phase modulations of the signal, dependent on the evaluated
parameter 20, npn (t) is normal noise with a zero mean value and the cor-
relation function K,(ti1, t2), and

r .
A, (¢) ’./A (t.5)f(¢-T)cas [l + SR )¢ ) + @ (¢ -c)+ Y12, D)e, (2)
v
- is the reverberation noice signal, whose correlation function has the form
. {5]
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. . +
K, (5) =K, (€) 2(€) o3 (w+D,)T, v(c)= L)+ A
r ' (3)
‘t,(t‘)}‘ t) f1eeT) o [@(t+c) - Br)]dt
% (F) '[ﬁf { }
SE}is the frequency shift caused by the movement of scatterers, Kp (¢ ) 1is
the Fourier transform of the channel scattering function [5}. £(t) and

@4 () are the amplitude and phase modulation of the sounding signal.

In this case the logarithm of the functional of the probability ratio is
determined by the expression

M{E) =+ [1+Q18)] - b [1+0(8)] *)

) =X <]t

K9] Jatavie[jron - Be el

Q)= Sx f (8 Vite)ws[P(t.6)- Bree)]dt

where

V(t, ) and @y(t, L) are the laws of amplitude and phase modulation of
the heterodyne reference signal, dependen; on the evaluated parameter £ ,

Ve, @) = &, Vte)aslit + Blte)-¥]
in a general case not coinciding with the reference signal of the optimum
detector, that is, not satisfying the equation [6]

Fiere, b,) Ve, 6. P)dty = S(8,6 %)
Rre, ) = Kol ) Kol E)

The detector (4) with reception of the mixture (1) forms M(f_), determines
M( ﬁm), where L is the evaluation of the maximum probability of the
) parameter, and compares it with the threshold Mg.

(5)

Then the density distributions M(Dm) in the presence and absence of a sig-
nal assume the form

Ws.o (M) = 6 €20 (~(1-C)/6,] ,
W, (M) = & ezp{~(4-c)/ %],

6: "[é’;‘ ’4';-80) +G(4, lM)]/[/*a("'))p 6‘.61'("",!0)/[/‘0‘(,”)],
ce-trl0G)],  Gle) =[G 64) G L]

M>0 (6)

where
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G, (6801 L Sl rpe ) Vit )88 ) [@10)- B, 4)] dt
®r4,4)} g Aeel (i) e

G.(6,6) =[G:12,4)+6} (2, 6)]*
G4, e
i) Sl s, g ea)-auanan

and the expression for the probability of correct detection by our detec~
tor can be represented as

Dity) = cxo {la FL1+6'4,4,)G (bnb)]) ' (1)

With satisfaction of the reliable evaluation conditions it is possible to
seek, similarly [6]

~ . 8)
bo2l vl e Pl v, + 5%/‘4./. -

e=[616,8)/6(2,2)] #-160,2))*

Here

are values inverse to the square roots of the signal-to-noise ratio and
the signal maximum at the detector output, and Q-O is a solution of the

equation |
(& [61e.0)/6. @000 .

Substituting (8) into (7) and expanding D(ﬁnp into a series in powers of
€ and § we have )

D(6,) = Dy # EDy + 0y +..* E°T1O; + .. (10)
Ao 2
D2 DE), D=8 by, Db, =5 (280" (544 ]
D'l = 5/:5: ,‘;4 . 0/1 =9A/'.4(’l '/A"A)&QJ, Dol -Du'- Do:-o.
010 = eﬁ[/e/ 40 +fJGI‘ ‘ﬁ.:){m 40 ’Lj.(ﬂI"WJ ';ﬂ;)[ma], 4: .41 -,;J.o
S (6 F& [616.0/6,028)+1]");

where

(11)

Then in the second approximation the mean value and the dispersion will
have the form

151
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

FOR OFFICIAL USE ONLY
<0> 20, + e[ pllr +<ld)+ £ (Bl p)< 2]
GY0) = eM[eg< bl s vt (A PP Bt g
b (BB )(5< 20> =<l 5> sl (2¢ lulipr < s> =<l
bGP [< LE>< b AL A) + Al ts®])

\

100

D
o0l 5
Pt 5%
,I
ag 4
l
!
0.6 —
! 1?
I /)
1] )
_ N .
oy T I}
. / '
; I, F
02 +— II
/ /-
',
L, .’/
0 P .y
10 100 Q
Fig. 2,
152

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

FOR OFFICIAL USE ONLY

It 18 easy to confirm that in the case of optimum reception (that is V(tk Q,
#) B = 0 satisfies (5) and in the first approximation < D) = Dy, & 4(0)
= 0 and the detection characteristic (7) coincides with those known from
the literature [1,2].

Figure 1 shows the detection characteristiecs of a bell-shaped pulse
84, 6, %) =a,eap(-(i-6) t:}ear [t - 4]

with random initial phase and amplitude against a reverberation background
with the correlation function

Kul6) 6™ s e ) -45)

and white noise with the spectral density Ng, with a detector optimum for
reception against a background of white noise, as functions of

Q = Q(Z)l’«o\/.ﬁ 12Y2 Ny

(signal-to~-noise ratio). The Eamilg of curves 1, 2, 3 corresponding to
probabilities of a false alarm 1077, 10‘4, 10" were obtained on the as-
sumption that the reverberation noise ratio 1s equal to unity. The dashed
curve shows the dependences corresponding to Dg and the shaded regions cor-
respond to the values of probabilities of correct detection falling between
the curves <D> and < D> ~6(D). It follows from the dependences shown

in the figure that with signal-to-noise ratios of about 10-80 allowance

for a second approximation introduces a correction of about 18+3%. With

an increase in Q the value of the correction tends to zero.

Characteristics of Detection of Noiselike Echo Signal

Assume that a mixture
Zft) = S(E)+ A,(8) + . (¢)

arrives at the detector input during the time T.

It is assumed that S(t), n,(t) and nq (t) are normal, random, independent
processes having zero mean values and the correlation functions

SS(E)S(+T)> =Ko(T, 8) | <nft)aft+r)> =K, (7)
B <A (B (2+T) > = K, () (13)

Then we will assume that T is much greater than the correlation time x(t).

! In this case the maximum probability detector forms an output effect [7]
- .

M) _27‘/,{’{2', )k (t)dv - Ale) (14)
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determines M(ﬂm) and compares it with the threshold in (14)
K(E8) =g [K (0, ) a)[1+ Ky (D OK ()] "0 54

B Kol e /r zft)efire)ad, Ale)= E—;—- Z G 1+ K (40)K ()] ),

Kg(w, L) and K(«f) are the Fourier transforms of Kg(e 1) and k(¢) = K11
(1) + KRy ().

(15)

By virtue of the restrictions presented above the distribution laws in (14)
in the presence and absence of a signal can be considered normal [8].

Weun (M) =200 eep (- (M- m,)* 057,
W, (M) = (220,) ez (- (M ~mn ) 0. (16)

Then the expression for the characteristics of detection of echo signals
- can be written similar to (7)

Dlt,)=1-(ite),  Ple)=(28)" [exo(-e2)at

[(¢) - 2/ D) D;1e] - aelose)

T T ) [Keln )+ k0]
KL K(w) [K (de)+ &W)]E 7

D,(8) = E[ 6wt/ [£1) ks ()] 4.
AR LA XALL) v
: a(8) = my == [ ey » - Pl

an

0 (€)=

where F is the probability of a false alarm. With satisfaction of the con-
ditions for a reliable evaluation [6] Q,m can be sought in the form [6, 7]

 lyabrel e+ (8
vhere &= <M E)R )<l
is the signal-to-noise ratio at the detector output (14).
Expanding (17) into a series of & similar to (10), we determine the coef-
ficients Dj, knowing which it is easy to obtain expressions for the statis-
tical characteristics D( lm). In the second approximation the mean value and
the dispersion can be represented in the following way
.1I:t- . .. -
<D>=D,- & [l<l>+ 4 (Gt h)<t2]
Y <) ; . X
&)= & 2m) e " (15l o+ el S~< b 3)e [ (il 1 )3< 8-
. , o
—<4><4‘>+2}7’</;/;,>+<4’>‘f-§--'7/.'/,"/;'*215%‘*/75?&0)]S

(19)
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Flgure 2 shows the characteristics of signal detection with the correlation
functions Kg(T, 8¢) = 6%9"‘““ co8 QT against a background of reverh=
eration noise with the correlation function K, () = 62 ¢™*'*leogw and
white noise with the spectral density Ny as a Eunction of Q = 2 &3 /Ny =~

the signal-to-noise ratio for different values of the parameter P (oo )*

~= the ratio of the correlation time of the process $(t) to the observation
time in the first (dashed curve) and in the second (shaded region) upprox-
imations, It was assumed in this case that the reverber.tlon-noise ratio in
this case is equal to unity. {*1legible]
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UDC 621,396,98
STABILIZATION OF A FALSE ALARM IN HYDROACOUSTIC DETECTION CHANNELS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 277-287

[Article by S. N. Gerasimenko, V. P. Ovsyanik and S. V. Pasechnyy]

[Text] In hydroacoustics extensive use is made of standard detection chan-
nels (SDC) designed on the "filter-detector-filter" principle. The noise
immunity of such channels has been investigated in a whole series of stud-
ies under conditions of both stationary [1] and nonstationary noise [2].
The results of these investigations are essentially as follows: in the
detection of a signal against a background of nonstationary noise in the
form

”/[)-m{f/"(ﬂ: (1)

(where m(t) = 1 + % my cos 2w fp4 is a modulating function, m is modulating
intensity, fp is modulation frequency, n(t) is a stationary Gaussian random
process) the noise immunity of the SDC decreases in comparison with cases

of signal detection against a background of equivalent (with respect to
mean intensity) stationary noise nequiv(t)-

The following methods for stabilizing a false alarm are known:

-- making the noise stationary by means of automatic volume control (AVC)
{31,

~- rigorous limitation (4],

-- trimming of the threshold level at the SDC output [5],

-~ use of a phase autocorrelator circuit [5], and so forth.

In (2] it was demonstrated that the ideal reduction of noise to a stationary
state in the case of a precisely known form of the modulating function con-
siderably improves the noise immunity of the standard detection channel.
Thus, for a probability of correct detection D = 0.9, the probability of a
false alarm F = 1073 and a modulating function m(t) = 1 + m cos 2w fpt with
m= 0.9 and £,T = 1 the gain in the threshold signal-to-noise ratio attains
13.5 db.
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An investigation of the nolse immunity of channels with rigorous restric-
tion on the detection of weak signals is equivalent to the ideal reduction
of nolse to a stationary state; in the detection of strong signals the nolue
immunity of a channel with a limitation at 3 db is greater than for a chan-
nel without reduection of nolse to a statlionary state.

Channels with trimming of the threshold level in the case of nonstationary
interferense are inferfor in noise immunity to channels with stationary
noise,

Source {3] glves schemes of stabilization of a false alarm using AVC, con-
trollable by a low=-frequency filter for filtering the envelope of the stabil=
ized process. This method has the important shortcoming that for the effect-
ive stabilization of a false alarm all the components of the modulating
funetion m(t) must fall into the band of a LF fi1lter from whose output AVC

is accomplished. However, with the reception of pulsed signals of a great
duration most of the energy spectrum of the signal envelope falls in the

band of the controlling LF filter, In this case there is a substantial
distortion of the received signals and the noise immunity of the detection
channel 1s not improved and even deteriorates,

Thus, each of the known methods for stabilizing the false alarm has adequate

effectiveness only for restricted detection conditions (in particular, for

a limited change in the signal-to-noise ratio, signal duration, frequency

and intensity of nonstationary noise, etc.). Therefore, it is of great inter-

est to seek and investigate the effectiveness of detection algorithms invar-
- iant to the variability of the conditions for detection of signals against

a background of nonstationary noise of the type (1).

We will examine also methods for determining the noise immunity of an adap-
tive receiving channel based on automatic volume control in conformity to

a law formed by a device for measuring a priori information on the nature
and parameters of the noise.

Figure 1 1s a structural diagram of a device for realizing the false alarm
method at the SDC output using AVC, controllable by the discriminated modul-
ating function of the stabllized process, where 1, 2 are band filters with

the transparency band 8£q7 at the level 0,7, 3 —- device for AVC. 4,8 -- lin-
ear detectors, 5 = 5; 7 = 7 == narrow-band filters with the band A f' 7 at

the level 0.7 covering the frequency range of the modulating function, 61 -

6y -~ comparison circuits, 91 = 9n -~ key devices, 10 -- summator, 11 =-

sDC.

The process to be stabilized is fed to the input 1 of the circuit, whereas
the equivalent (with respect to mean intensity) stationary Gaussian random
process is fed to input 2,

If the process fed to circuit input 1 is an amplitude-modulated Gaussian ran-

dom process, in the LF part of the spectrum at the output of the linear de-
tector there will be harmonic components with amplitudes proportional to the
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corresponding intensities of modulation and frequencies equal to the fre-
quencies of the modulating function. Therefore, at the outputs of the com-
parison circuits, to one of whose inputs is fed a signal from band f£ilters
with central frequencies equal to the frequencies of the modulating func-
tion, the comparison signals will be greater than unity. These signals
cloge the switching circuits and the processes from the outputs of the
corresponding filters are summed and fed as controlling signals to the

AVC circuit.

Experimental investigations were carried out with Afg 7 = 200 cps, Af'y 4
= foen/30 (where fuon is the central frequency of the narrow-band filter).
As the narrow-band filters use is made of active RC filters for the upper
and lower frequencies. A "Razdan" computer is used for determining the
probabilities of a false alarm F and correct detection D.

Figure 2 shows typical graphs of the dependence of the ratio of probabil-
ities of a false alaxm Fyr/Fn off at the SDC (with AVC) output, organized
in accordance with the scheme in Fig. 1, Fye is the probubility of a false
alarm (determined from the relative time of presence of the process over
the threshold level) with an influence on the channel input from the pro-
cess N(t) = (i + m cos 2w fyt)n(t) with a modulation intensity m = 0.5,

Fy eff is the same under the influence of the process ngeg(t). For the
sake of clarity in evaluating the effectiveness of false alarm stabiliza-
tion use was made only of band filters with fgen = 3 cps. The curves 1, 2,
3 cgrrespond to the probability of a false alarm F ogf = 1073, 1074,
1072,

As can be seen from the graphs, the false alarm at the SDC output under
the influence at its input of nonstationary noise with fy = fcen is even
less than in the case of equivalent (in mean intensity) stationary noise.

Figures 3,a,b,c show typical detection characteristic curves for the crn-
sidered channel, where p= 2Mq2, M= Afy 9°T, q3 = a2/20*% is the signal-
to-noise ratio at the channel input, A is signal amplitude, © is the mean
square noise value. Curve 1 corresponds to a case when the noise is a
stationary Gaussian random process neff(t), 2, 3, 4 are curves correspond-
ing to the case when the noise is an amplitude-modulated Gaussian random
process with a modulation frequency fy = 3 cps and modulation intensities
m= 0.3, 0.5, 0.8 respectively. The dot-dash lines are curves obtained
with stabilization of the false alarm. The curves were constructed for a
probability of a false alarm F = 10~3 (Fig. 2a), F = 10-4 (Fig. 3b) and

F = 10~3 (Fig. 3c).

An analysis of the curves shows a quite high effectiveness of the proposed
method for stabilizing a false alarm. The noise immunity of the channel
when there is nonstationary noise at the input and when employing the pro-
posed scheme (Fig. 1) is even somewhat higher than in the presence of sta-
tionary noise. This is attributable to the fact that the dispersion of
a nonstationary process in the case of complete stationarity is less than
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the dispersion of the equivalent (with reapect to mean intensity) sta-
tionary process, and accordingly, the signal-to-noise ratio increases.

Figure 4 shows graphs of the dependence of the gain in the threshold
signal-to~noise ratio gZN/gZNC on the intensity of modulation of noise
in the form (1) for a nonstationarity frequency fy = 3 cpsé m= 0.9 and
F = 10~3, 10”4, 10*5 (curves 1, 2, 3 respectively), gZN, 9“ng are the
signal-to-noise ratios at the output of a band filter without use of

a false alarm stabilization scheme and with its use respectively.

As indicated by the graphs of experimental investigations, use of the false
alarm stabilization circuit proposed here gives a substantial gain in the
threshold signal-to-noise ratio. Thus, when D = 0,9 and F = 10~3 this gain
attains 13 db.

In a case when the process to be stabilized can with an adequate accuracy
be represented by a model in the form

,V({).{/fmcoslffu l)u?t/ h (2)

it is desirable to use a false alarm stabilization scheme represented in
Pig. 5, where 1 is the band filter, 2 is the AVC unit, 3 is the linear
rectifier, 4 is the LF filter, 5 is a LF filter discriminating the enve-
lope of the process to be stabilized, 6 is the multiplier, 7 is a narrow-
band filter, 8 is a multiplier, 9 is a LF filter, 10 is a tunable hetero-
dyne, 11 is a frequency trimming unit. The use of such a scheme substan-
tially simplifies and reduces the cost of the false alarm stabilization
unit, since only one band filter is used.

The operating principle for the system is as follows. If the process to be
stabilized is (in the form (2)) fed to the system input, the frequency
trimming device sets such a heterodyne frequency that the harmonic compon-
ent in the spectrum of an envelope with the frequency fy and an amplitude
proportional to the intensity of modulation m is heterodyned into the fre-
quency region f ., of the band filter. From the output of the band filter
a signal with the frequency fgep and an amplitude proportional to m is fed
to one input of the multiplier, to whose second input is fed a signal from
the heterodyne. From the output of the LF filter 9 the discriminated sig-
nal with the difference frequency foep - fum = fy with an amplitude propor-
tional to the intensity of modulation of the process to be stabilized is
fed to the AVC circuit 2. The effectiveness of such a false alarm stabil-
ization scheme, under the influence of processes of the type (2), is equiv-
alent to the effectiveness of the stabilization scheme shown in Fig. 1.

In those cases when the detection is accomplished under conditions when the
upper frequency of nonstationarity of noise is fy 1> 1/T, the use of rela-
tively complex stabilization methods as described above is undesirable. In
this case an effective false alarm stabilization can be obtained by a
rational choice of the parameters of the post-rectifier LF filters. For
example, with a modulation frequency equal to 3-4 cps there will be
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effective stabilization when '6Rc = 3-4 sec.

The use of pulses of a lesser duration with these same nonstationarity fre-
- quencies can be effective with an increase in the steepness of the frequency
characteristic of the post-rectifier LF filter.

Figure 6 shows typical graphs of the dependence of the ratio Fy/Fn eff on
modulation frequency fy of a process of the type (2) for a modulation in-
tensity m = 0.5,

The lines represent curves obtained when using active RC LF filters as
post-rectifier filters. The dashed lines represent the same passive RC
filters. Both filters are matched with a signal with the duration T =
300 msec.

Curves 1, 2 were obtained for threshold levels for which F = 10‘3, 10-4
respectively. Fy is the probability of a false alarm at the SDC output
when noise in the form (2) arrives at its input, Fj, off is the probabil-
ity of a false alarm under the influence of equivalent (in mean intensity)
gtationary Gaussian noise.

The graphs show that the use of active RC filters virtually completely
stabilizes the false alarm at the SDC output with arrival of a process of
the type (2) at its input in a case when the modulation frequency fy >
1/T.

Tigure 7 shows the detection characteristics for values of probability of
a false alarm F = 10'4, where P = 2Mq2.

Curve 1 corresponds to the case of stationary noise nefe(t); 2, 3, 4 --.
these curves correspond to noise representing a nonstationary amplitude-
modulated Gaussian random process with a modulation frequency fy = 3.5
cps and a modulation intensity m = 0.3, 0.5, 0.8 respectively. Curve 5
is the same with a modulation intensity m = 0.5, but the SDC makes use
of a post-rectifier active RC filter.

Experimental investigations were made for Afg 7 = 200 cps, T = 300 msec.

Figure 8 shows a graph of the dependence of the gain in the threshold
signal-to-noise ratio q2/q§a on modulation intensity m for fy = 3.5 cps,
D=0.9and F = 10‘4, 2 and qﬁa are the signal-to-noise ratios at the
output of a band SDC with a post-rectifier passive RC filter and an ac-

tive RC filter respectively.

An analysis of the graphs makes it possible to evaluate the effectiveness
of use of active RC filters for increasing the SDC noise immunity in the
case of nonstationary noise in the form (2) at its input.

Thus, for F = 10~4 and D = 0.9 the gain in the threshold signal-to-noise
ratio with fy = 3.5 cps and m = 0.9 is 8.9 db.

164

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

FOR OFFICIAL USE ONLY

In gsummary, the following conclusions can be drawn.

1. the cited analysis of schemes for the stabilization of a false alarm
F indicated that with a change in the parameters of nonstationarity of
noise and the durations of signals in a sufficiently broad range the most
effective variant is an adaptive variant of construction of the receiv-
ing channel (Figure 1, 5). For example, in the case of nonstationary noise
(2) with a modulation intensity m = 0.5 the probability of a false alarm
Fye at the output of such a channel is approximately 10 times less than
the probability of a false alarm Fn eff (for the case Py eff = 10-5) with
; an equivalent (in mean intensity) statlonary Gaussian noise.

The gain in the threshold signal-to-noise ratio for b = 0.9 and F = 10-3
with £y = 3 cps and m = 0.9 is approximately 13 db, which approaches the
noise immunity of an optimum detector with the reduction of noise to a sta-
tionary state with a known modulating furnction.

2. Comparison of the effectiveness of the proposed scheme for a detector
with a "wide band filter - limiter - narrow band filter" (WBF-L-NBF) chan-
nel shows that in the reception of weak signals the noise immunity of these
channels is approximately identical, whereas in the detection of strong sig-
nals the WBF-L-NBF channel is inferior in noise immunity to the proposed
channel with AVC by approximately 10 db.

It can be noted that the WBF-L-NBF channel, in contrast to the proposed
channel, does not stabilize a false alarm with additive nonstationary
noise.

3. The use of post-detector LF filters with a frequency characteristic close
to ideal considerably broadens the possibilities of use of SDC with nonsta-
tionary noise. For example, with fy = 3.5 cps, m = 0.5, Fp egf = 10~4 and
LF filters matched with the duration of the pulsed signal T = 300 msec

the probability of a false alarm at the output of a channel with a pas-

sive RC filter is 100 times greater than for a ‘channel with an active fil-

ter.
AhAARRR

For D = 0.9 and F = 10™% with fy = 3.5 cps and m = 0.9 the gain in the
threshold signal~-to-noise ratio in the case of use of active RC filters
attains 8.9 db.
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UDC 534.883
- SUBOPTIMUM DETECTION OF HYDROACOUSTIC ECHO SIGNALS ON AN ELECTRONIC COMPUTER

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 288-294

[Article by B, P. Brezhnev, V. D. Dubovets and V. V. Balagin]

[Text] For the simultaneous primary and secondary processing of sonar infor-
mation for the purpose of detection and evaluation of the parameters of
motion of hydroacoustic objects in some cases it is desirable to use el-
ectronic computers. The algorithms for such processing have a considerable
flexibility and make it possible to introduce adaptation. This is important
because under real conditions the hydroacoustic complexes must function
under conditions of "a priori uncertainty" caused by temporal variability

of the characteristics of the medium. However, the direct realization of
optimum analog methods for primary processing on electronic computers fre-
quently encounters "the curse of dimensionality."

The report discusses algorithms for the detection and evaluation of the para-
meters of motion of the ranged object (range -- D and radial velocity ~ Vp),
which insignificantly yielding in the characteristics to the optimum case,
substantially decrease the memory volume and time necessary for their real-
ization.

The optimum linear methods for detection, jointly with evaluation of D and

V, of the ranged object, as is well known, represent a multichannel general-
ized matched filtering of the received signal or its generalized correlation
reception. The synthesis of structure of an optimum detector involves solu-
tion of integral equations. However, their solution under conditions of
hydroacoustics is an extremely difficult problem, and in addition, optimum
in a statistical sense (Karunen-loew expansion) spectral representation is
ill-suited for computations on a digital computer. Therefore, it is desir-
able to use suboptimum representations (Fourier, Walsh), having "fast" al-
gorithms. For realization of such processing it is necessary to have cor-
responding densities of the useful and interfering signals and their inten-
sity in the range strobes.

We will discuss the possibility of using an electromic computer for real-
izing generalized suboptimum matched filtering when using rectangular tonal
sounding signals.
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The interfering signals are: reverberation x(t), sea noise €(t), inher-

ent noise of the sonar system carrier Z(t) if the carrier moves. We note that
the processcs £ (t) and £ (t) have identical stochastic characteristics in
any range strobe,

With movement of the object in a regime of well-developed hydrodynamic cav-
ltation in the immediate neighborhood of the object a two-phase medium is
formed: liquid-gas bubbles. This medium "effectively absorbs and scatters
sound" [1]. Accordingly, in a cavitation regime with an increase in the velo-
city of movement of the object the reflection of sound from the "body" de-
creases, whercas scattering on cavitation bubbles increases. Under these
conditions with stern aspects of irradiation the echo signal from the
"body" can be completely absent. Therefore, for the purpose of obtaining
more information the useful part of the echo signal must include not only
the component z(t), caused by reflection from the body of the object, but
also reflection from the inhomogeneous medium near the body u(t) [2].

On the basis of [3 and others] it is easy to derive expressions for the
spectral densities of the useful and interfering signals [2]. However,
it is difficult to check the characteristics of the medium and therefore
empirical evaluations must be used as the statistical characteristics of
the interfering signals under conditions which cannot be checked. First
with use of the FFT and well-known averaging and smoothing methods it is
possible to obtain evaluations of spectral density Sg(ey) + Sg(ed) of
samples of signals £(t) + & (t) corresponding in volume to the range
strobe.

The x(t) process in the near zone consists of surface, volume and bottom
reverberation. The appearance of surface and bottom reverberation against
a background of volume reverberation is accompanied by a relatively brief
increase in the intensity of the processes x(t), since surface and bottom
reverberation attenuate more rapidly than volume reverberation. The times
of appearance of surface and bottom reverberations can be determined eas-
ily. Taking into account the noted peculiarities of the x(t) process, it
seems reasonable to evaluate the normalized (with respect to dispersion)
spectral density Sg(ch) and the law of decrease in mean intensity only
of volume reverberation. This leads, as will be clear from the text which
follows, to a situation in which the proposed algorithm will reveal bottom
reflection and surface reverberation, but the latter only in a case when
its spectral density differs substantially from the spectral density of
volume reverberation.

The procedure of evaluations of parameters of the law of decrease in mean
intensity of volume reverberation and obtaining S“(aJk) is as follows.

A test sounding is made and the received signal y?t) after heterodyning
is registered in the computer memory. Assuming a law of decrease in the
mean level of volume reverberation of the form A €'dt, the least squares
method with correction is used in finding the parameters A and o . Then
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the adopted record is broken down into blocks, in time equal to the dura-
tion of the sounding signal, and these blgpks are subjected to a fast Fours
ler transform., The unsmoothed evaluation SR(&/x) 1s obtained using the ex~
pression: . .
- ¢ )= S (). S ()
‘.S:N(l":. " f-":'\P]. A 4 w, ] ’
S ()= S, ()= § ).

(1)

where n is the number of strobes, N is the number of readings in the strobe
I1(K) (k = 0.1,.0., [N = 1/2]) are the ordinates of the periodogram of
the i-th block.

The evaluation §§(¢Jk) 1s obtained from S§(«/i) by smoothing with use of -
one of the spectral weighting functions [7].

The parameters of the spectral densities of the useful signals are dependent
on the velocity and course angle of motion of the sounded object. A priori
information on the parameters of motion is unavailable, Therefore, for
carrying out suboptimum generalized matched filtering it 1s necessary to
store in the computer memory a two-dimensional matrix of standard spectral
densities for a definite set of velocities and course angles. This very
jreatly overloads the memory and the carrying out of filtering requires
great expenditures of computer time ("the curse of dimensionality").

In order to overcome the "curse of dimensionality" it is proposed that the

solution of the problem be divided into detection and evaluation, that is,

that a two-stage procedure be used. In the first stage, employing definite
algorithms, we solve the problem of detection of the useful signal in the &
range strobes jointly with the problem of preliminary evaluation of the

radial velocity of the object. This evaluation makes it possible to form

a relatively small set of standards for the second stage of the procedure,

in which there 1s a refinement, if there is a need for this in secondary

processing, of the evaluation made in the first stage.

At the basis of the detection procedure is the "whitening" principle in the

spectral re&ion of interfering signals. We use the notation Sme_(#y) =

G’,%g)r“(d k)+S, (@1 )+Sg (). The dispersion of reverberation a-}% is assumed

to be constant in the range strobe and variable from strobe to Strobe. We

compute the evaluation CT'§ from the determined parameters A and & and the
_ time corresponding to the middle of the range strobe,

If the interfering signals [denoted "ms"] pass through a filter with the
frequency characteristic

, :. A
Iw(jw)f T @

then at the output its signal on the average will have a uniform spectrum,
In a case when the input of such a filter receives a mixture of interfering -
and useful signals the spectral density at the output as an average for the -

169
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

FOR OFFICIAL USE ONLY

records could not be identical for all frequencies, It is proposed that

this fact also be used for detection of the sounded object. The zero hypo=
thesis of absence of a useful signal in the range strobe is reduced to the
hypothesis of uniformity of spectral density at the output of the whitening
filter. The competing hypotheses to the effect that the strobe contains

a mixture of interfering and any type of useful signals lead to the hypo-
thesis that the spectral density at the filter output is not constant.

Thus, the values of the periodogram I («/x) of the range strobe signal,
obtained using the fast Fourier transform, are divided by §mc(‘”k) of

this strobe and by means of a suitablg criterion a check is made to as-
certain whether the series { Ij(w)/Spc(4/y) is homogeneous. The devia-
tion of the Ij(wy)/Spc(wy) estimates for competing hypotheses from the
corresponding evaluations for the zero hypothesis is due more to the

change in their mean values than the form of their distributions. Other- :
wise the deviation from the zero hypothesis in essence has the form of a non-
monotonic trend.

It is known that the random values of the periodogram of a normal correla-
tion random process have a distribution proportional to x2 =- a distrib-
ution with two degrees of freedom, and asymptotically nondependent rela=
tive to N. For N = 1024 there is full basis for assuming that the series
{Ii(ﬂdk)/smc(‘Jk) consists of independent random values.

Due to the type of competing hypotheses which we have considered, for check-
ing the zero hypothesis a suitable checking criterion is the homogeneity

of the Bartlett dispersions, being a modification of the similarity ratio
criterion for checking the homogeneity of the dispersions. For using the
Bartlett test we break down £ values of the evaluations I(@y)/Smel(e/ k)

into ¢ adjacent groups with v elements in each, so that £ =2y and we

use the notation

w Al T T ,
., W» Lladed (i242,..,2)
‘sl, nl% het 5," ) ! e . (3)

The statistics for this test then has the form

ol s
e oG )-gev oo ) (4)
(6v-8)/(6v=3) ) .
It is known that if 2V is greater than S5, the statistics H has an approx-
imately x2 distribution with & - 1 degrees of freedom and the zero hypothesis
is refuted for large values of the critical function H.

The grouping of I(4Jk)/§mc(aJk) values is carried out not only so that it
is possible to use the approximate H distribution for the zero hypothesis,
but also in order to increase the effectiveness of the test. The siz/ZV
value is proportional to the smoothed evaluation of the spectral density;
the smoothing is carried out using a uniform weighting scheme. It is there-
fore clear that it is desirable to select 2 sufficiently large that the
peculiarities of the trend of the rejected spectral density of the mixture
of useful and interfering signals are not smoothed. However, in this case
the ¥ value must be sufficiently large that the dispersions of the I(ey)/
émc(“lk) values are relatively small. The value £<[N - 1/2] is selected

170

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070042-7

FOR OFFICIAL USE ONLY

in such a way that the H statistics contains those I(éJk)/ﬁnc(alk) which
differ considerably in the presence and absence of useful signals. 'The
reasoning with respect to the choice of ¢ 1is the same as when select-
ing the filter band for increasing the signal-to-noise ratio. The ¥ val-
ue must be selected on the basis of the duration of the trend caused by
the presence in the strobe of a signal reflected from the body of the
object. Such a conclusion can be drawn from the following considerations.
With movement of the sounded object in a precavitation regime such a trend
always occurs, whereas in a cavitation regime, although z(t) is small,
the spectral density of the signal differs from the spectral density of
the interfering signals in an interval of frequencies occupied by the
signal z(t). Therefore, the choice of ¥ must be such as not to smooth

the essentially "Doppler" trend. As indicated by experiments, » must

be selected equal to 8-12.

The threshold with which the statistics H is compared is selected on the
basis of the probability of false detection in one range strobe.

This criterion must be supplemented by another test, making possible a
clearer detection of the local trend in the sequence { I(«Jk)/smc(auk)]
during the movement of the object in a precavitation regime and with
forward angles of irradiation. Such a supplementation makes possible not
only an increase in the probability of proper detection of an object

but also an evaluation of its radial velocity.

The proposed test uses the moving sum
4 ey

14

iy Salw) 1 T2 lel (5)

Here L is the number of terms in the moving sum.

The Bj1, value is compared with a constant (for different j) threshold
which when exceeded gives a solution with respect to the presence of a
signal z(t) in the range strobe. The threshold c is selected on the basis
of the probability of a false alarm in one strobe, with the same value
as in the first criterion. The probability of a false alarm is equal to
the probability of intersection by a discrete random process BjL with

a normalized correlation function

A t- __//‘; bt when /;-/i/4L
RiYdi)* : . (6)
when lidil>L

of the threshold ¢ in the absence of a signal z(t). In this case the val-
ues Bsi; are distributed in conformity to the law x2 with 2L degrees of
freedom. The threshold c is found from the following considerations. The
terms B i, are at the distance L from one another; in accordance with
(6) they are uncorrelated and accordingly in the sequence By, j=1, 2,
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ceey e - I, thore are {- L/L independent terms with identical probabilities

of exceeding the threshold ¢. If the probability of false detection of a

local trend should be equal to P, , and ¢ is selected in such a way that

each term of the sequence{B} can exceed it with the probability PAL/l.- L,
- the probability of a false alarm will be somewhat less than p, .

The number L is selected in dependence on the duration of the sounding sig-
nal.

An evaluation of the Doppler frequency shift is made using the maximum Byy,
value, lying above the c threshold.

We note that the use only of the additional test is equivalent to simple
carrying out of suboptimum generalized multichannel matched filtering.

The described algorithm with poorly defined competing hypotheses in the
distant zone with the appearance of reverberation already on the basis

of the first test (criterion) will give a false solution concerning the
presence of a signal from an object moving in a cavitation regime. In
order to preclude such spurious detections at great distances the fol-
lowing checking procedure is proposed. After making a decision about the
presence of a target in the strobe on the basis of the difference ‘é[I( Jy)

-§5 (@) - Sﬁ(th)J = 02 the intensity of the signal in the strobe is
evaluated without § (t) and % (t). Then the fp;loying sequence is computed
., C Ife)
',l. ((6’,)‘ .625;"(W‘ _gt(w‘)__g;{w‘)
where Sgis reverh 1S the spectral density of distant reverberation, and
the considered detection algorithm is again used.

’ N-7
y kel ke [ (7

If with such checking a second decision is not made that an object is pres-
ent the conclusion is drawn that distant reverberation entered the strobe.
In a case when useful signals actually are present in the strobe, the
redistribution of their estimated energy by frequencies in accordance with
Sdis reverb («y) does not lead to a uniformity of the sequence I (k)

and “with a definite probability a decision will again be made that an
object is present.

In conclusion we will discuss the possibility of using the fast Walsh trans-
form in the proposed processing procedure. It -has an advantage over the fast
Fourier transform with respect to required computation time. In applying
algorithms with specialized apparatus this leads to a superiority of the
fast Walsh transform over the fast Fourier transform in the sense of com-
plexity of the equipment and speed.

From the point of view of ‘adaptation to changes in characteristics of the

medium it is also desirable that the Walsh spectral intensities be replac-
ed by their empirical evaluations. The random valuss of the sequential
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representation of the correlated random process, with their natural ordering,
in contrast to a harmonic representation, no longer are asymptotically in-
dependent relative to N and therefore a theoretical analysis of the algorithm
is difficult, as a result of which it is still not completed. The prelim-
inary results of an experimental investigation, with simple replacement

of the fast Fourier transform by the fast Walsh transform in the algorithm,
indicated that detection on the basis of H statistics when using the fast
Walsh transform is somewhat poorer than when using the fast Fourier trans-
form. The detection of the signal z(t) is dependent both on its intensity

and on the Doppler frequency shift.
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UDC 534.883
REVIEW OF ADAPTATION METHODS IN STATISTICAL HYDROACOUSTIC PROBLEMS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 298~319

[Article by G. N. Belonozhko and V. V. Ol'shevskiy]

[Text] Part I. Antenna Arrays. #l. Principal Reasons for Use of Adaptive
Procedures

Adaptation theory 1s a branch of mathematical statistics and the theory of
checking of statistical hypotheses. The idea of an adaptive approach to

the synthesis of optimum systems was initlally developed in automatic con-
trol theory, and even then was used in solution of other problems related
to data processing. The development of adaptation theory within the frame-
work of statistical hydroacoustics is in the initial stage and is a promis-
ing direction in increasing the effectiveness of hydroacoustic systems of
different kinds.

In the opinion of specialists there are several factors which lead to the
need for using adaptive (or adapting) systems.

The first, and indeed, the principal factor is related to the need for op-
eration of the system under conditions of uncertainty of external effects
on the system and 1nadequacy of a priori information. In such cases we
cannot employ the well-developed classical approach of mathematical stat-—
istics because this requires a complete a priorli knowledge of the statis~
tical characteristics of input situations. The adaptive approach is used
for overcoming this a priori difficulty. Such an opinion is shared by
speclalists on theory and adaptation both in the field of control systems

. [1, 2] and in the field of radar and the theory of communications [3-5].

In particular, it is noted in [2]: "There 1s a need for using a teaching
system in those cases when the system must operate under uncertainty con-
ditions and the available a priori information is so limited that there is
no possibility of advanced planning of a system with fixed propertie=«
which would operate quite well."

The second factor determining the necessity for using adaptive systems is
situations when the statistical characteristics of input processes change
with the course of time or in space. The law of their change is random.
174
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This factor, in particular, is noted In [6]. Examining an adaptive antenna
array, which is recommended for use in hydroacoustics, the author of this

article writes that "...the advantage of the described adaptive method is

manifested in tuning out from slowly changing noise fields."

The third factor 1s the natural simplicity of solution of problems in
selecting variants in the use of adaptive procedures. A number of authors
note that even in those cases when a prioril difficulty can be overcome by
means of preliminary additional measurements it is useful to employ adaptive
methods for the processing of information for simplification of computa-
tions. For example, in [6~8] use is made of synthesis of optimum filters
for the processing of signals of antenna arrays. It has been demonstrated
that for multielement antenna arrays the computation of the weighting coef-
ficients of optimum filters is impossible using modern computer systens
on a real time scale since this involves too great a number of operations

- and memory units. The use of an iterative adaptive procedure considerably

' reduces the quantity of computations and the necessary memory volume due

to an increase in computation time, which in the opinion of the author of
[6] does not introduce serious difficulties.

The fourth reason for the use of adaptive procedures must be considered the
need for creating universal systems which would operate quite well with
different models of input situations. We find a mention of this factor in
- [3]: "...an important problem in adaptation theory...is the reliability
problem, the 'sensitivity' of the results, that is, the problem of nonde-
pendence...on the change in a priori distributions, in other words, on the
change in operating conditions of an optimum synthesizable system." For
solution of the problem of "insensitivity" of the system to a definite
- class of models of input situations use is also made of nonparametric sys=—
tems, but the problem of optimization of the system characteristics for
each class of models is not raised.

Thus, we have the following basic reasons for use of the adaptive approach:
~~ inadequacy of a priori information;

—- change in the statistical characteristics of input situations ir time
and 1n snace;

—- simplification of mathematical computations in the synthesis of complex
systems;

-~ striving to create systems with universal characteristics relative to
different models of situations.

#2. Adaptation and Variability of Models of Hydroacoustic Conditions

The adaptation concept was taken from bioclogy and medicine, where it char-
acterizes the capacity of a biological object to adapt to environmental
changes.

In the theory of technical systems "adaptation" means a change in the struc-
ture aund characteristics of the system in the process of functioning for
the purpose of improving the quality index with an initial uncertainty or
changing operating conditions.
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In adaptation, for the purpose of overcoming a priori uncertainty, use is

made of "teaching." Therefore, in an adaptive system there is always a

measuring channel whose purpose is to obtain current information which is
- then ugsed for "teaching" the system.

Now we will examine the points of view of different authors on adaptation
and teaching.

The author of [3} notes that adaptation thecry is characterized by the fol-
lowing specific aspects: allowance for characteristics associated with

a priori uncertainty; usc of stochastic iteration methods; replacement of
a priori characteristics with empirical evaluations.

Source [4] gives a definition of the following three criteria which are
characteristic of an adaptive communication system: the system must con-
trol the quality of characteristic functioning; it must study the operat-
ing conditions; the system must change its structure or characteristic

if changing conditions lead to a decrease in the quality index. Now we will
discuss some peculiarities of the adaptation problem in statistical hydro-
acoustics. As mentioned above, the principal studies of adaptation theory
belong to the field of automatic control systems.

However, whereas in this field the principal adaptation problem is the
overcoming of a priori uncertainty [1, 2 ], in statistical hydroacoustics
- it is statistical models of input situations which change in time and
space which stand at the forefront. In this sense the adaptation problem
in statistical hydroacoustics is close to adaptation problems in the theory
- of communications and radar [3, 4].

However, the formulation of the adaptation problem in hydroacoustics has
.+ peculiarities in comparison with the radar case.

The principal difference is that the time for solution of the sonar problem
is considerably greater than the time for solving the radar problem due to
the ribstantially different velocities of signal propagation. If the time
of computer operation is not taken into account, it can be assumed that
the difference in the time for solving the corresponding problems attains
four orders of magnitude. In addition, the change in the characteristics
of the medium in both cases occurs at an identical rate. In actuality,
atmospheric cyclones and underwater currents, winds and waves at the sea
surface, incoming and outgoing tides, movement of atmospheric iayers and
water masses have one and the same mean period of variability, since in
the last analysis they are dependent on common physical factors -- rota-
tion of the earth, motions of the sun and moon. Thus, with respect to the
time of solution of the problem the statistical characteristics of the
input processes in sonar change considerably more rapidly than in radar.
These differences with respect to time are three-four orders of magnitude.
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As a result of the mentioned specific factors, there can be a sound for-
mulation of the problem of adaptive optimization of systems specially
for the case of hydroacoustics.

When carrying out measurements at sea it must be taken into account that
models of hydroacoustic conditions have a significant spatial-temporal
variability. As a result of this variability, the statistical character-
istics of signals, noise and conditions for underwater observation cannot
be predicted in advance.

Now we will examine the principal factors determining the noted variabil-
ity of hydroacoustic conditions.

Sea noise is the result of superposing of noise of different genesis: noise
of a wave-covered water surface, acoustic signals of biological origin, seis-
mic noise, noise from shipping, ete. Each of these types of noise is de-
scribed by statistical characteristics specific for it, which at the same
time change with time. In addition, under different conditions the indi-
vidual components in the resultant noise are represented differently.

As a result the spatial-temporal variability of sea noise attains an

energy of tens of decibels and its statistical characteristics also

change greatly.

Sea reverberation is caused by the scattering of acoustic signals on in-

- homogeneities in the water medium and on its boundaries. Depending on the
state of the water surface, bottom material, propagation conditions and a
number of other factors the reverberation levels change by several tens
of decibels. In addition, a whole series of its statistical characteris-
tics are dependent on the movement of scatterers and also acoustic an-
tennas and are also subject to considerable variability.

The radiated and reflected signals, the latter from underwater objects,
are described by characteristics highly dependent both on the types of
these objects and their movement and on the conditions for the propaga-
tion of acoustic waves. It is found that the signal levels can vary by
tens of decibels and the statistical characteristics considerably change
their form in dependence on different conditions.

Thus, in statistical hydroacoustics we deal with signals, noise and con-
ditions of underwater observation which are described by dynamic sto-
chastic models. These models are considerably diversified.

Precisely this determines the need for using adaptive methods for optim~
izing hydroacoustic systems.

Now we will give a definition of an adaptive hydroacoustic system. -
An adaptive hydroacoustic system is one which, first, has a channel for
measuring the changing characteristics of signals, noise and conditions

of underwater observation; second, it monitors the index of quality of
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its functioning; third, it changes the characteristics or structure for
the purpose of optimization when using information arriving in the meas-
urement channel.

The following principal directions can be defined in investigation of
adaptive methods in hydroacoustic systems:

-- synthesis of adaptive hydroacoustic antennas;

-~ adaptive optimization of the emitted signals (active sonar, commun-
ication);

-- synthesis of adaptive devices for the secondary processing of hydro-
acoustic information;

-~ adaptive optimization of characteristics of the measurement channel.

Among the presently known publications related to investigation of the

- adaptation problem in hydroacoustics, most have been devoted to the syn~
thesis of adaptive antennas [6-15]. In a whole series of articles {16-20)
the authors examine problems related to the adaptive optimization of meas-
urements. Recently studies have appeared which are devoted to the adaptive
processing of hydroacoustic information [21, 22§,

- In the first part of the review we will examine studies devoted to invest-
- igation of the adaptive optimization of hydroacoustic receiving antennas.

#3. Algorithms for Adaptation of Hydroacoustic Antenna Receiving Arrays

Now we will examine studies which describe different adaptive algorithms
for optimizing the spatial-temporal processing of hydroacoustic informa-
tion using antenna arrays. In most of these studies the authors examine
the problem of detection and discrimination of a signal with a known bear-
ing in the noise field, with unknown spatial-temporal statistical charac-

teristics.
Ugh .
ugh t i 4 4
Y] 4 2cl/
e G j—+ S_|—viffodt Y

Fig. 1., Structural dingram of antenna filter.

The antenna is represented in the form of a spatial-temporal filter whose
structural diagram is shown in Fig. 1.

This system contains k acoustic detectors, frequency filters {Hj(cd)}at
the output of each detector, a summator Z, a post-summation filter, a
squarer S and an averaging filter % j (-)dt at the output.

T
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Each filter #y(d), in accordance with [7, 10}, is designed in the form
of a delay line with lead-offs and a device with weighted summation (see

Flg. 2).
Uiit)
D— A - A el A
If‘f;’ = Zultt)
W

Viet)

Fig. 2. Filter in the form of a delay line with lead~offs and welghted sum-
mation

KEY:
1. delay elements

The delay time between the lead-offs, as well as the weighted (amplitude)
coefficients {wz]are selected in such a way that as a result there is
modeling of a frequency filter H;(4/) with a stipulated amplitude-phase
characteristic. In the case of wide-band input processes uj{t) the number
of delay elements n is selected sufficiently large that there is coverage
of all the components in the stipulated frequency range with the corres-
ponding phase shifts. In the case of narrow-band processes ui(t) it is
sufficient to have only one delay line. The 4 value is selected in such

a way that there will be a phase shift between the input process and the
process at the delay line output.

Naturally, such a design of the filter makes it possible to change its
characteristic Hj(eJ) in a broad range by means of choice (regulation)
- of the weighting coefficients {zug}.

Next we will discuss the operation of a spatial-temporal filter with re-
spect to its adaptive optimization.

An important factor is the determination of the stochastic characteristics
of models of the signals and noise acting on the antenna array.

The process arriving at the filter input constitutes an additive mixture
of one or more spatially localized sources, isotropic noise and one or
more sources of local noise. Both the signals and noise are described by
normal random processes with zero mean values.

The direction of arrival of a signal, if it is present, is assumed to be
a priori precisely known. In a number of studies [6, 7, 9, 10] the statis-
tical characteristics of the signal are assumed to be fully known
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(the correlation function or the energy spectrum are stipulated), and in
a number of studies [8, 11, 12, 13] they are known partially (only the
frequency band is stipulated). The signal level is assumed to be unknown.

The statistical characteristics of the noise field are considered to be

a priori unknown. Isotropic noise can be present or may be absent. It is
unknown whether there are sources of local noise and how many there are;
the direction to these sources is also unknown. The useful signal and the
total noise are assumed to be statistically independent. The wave fronts
of the signal and local noise are considered plane in the length of the
receiving array.

Under conditions of such great a priori uncertainty with respect to models
of signal and noise, the authors of [6-13] propose the use of an adaptive
method for the spatial-temporal processing of hydroacoustic information,

In constructing the system use is made of measurements or evaluations

of the characteristics of the input and output signals. The system is op-
timized by means of an iterative procedure of "trimming" the weighting
coefficients {wg} in the filters {Hj(e))); the scheme for one of these

is shown in Fig. 2, on the basis of the Robins-Monroe stochastic approx-
imation method. In the course of the iterative procedure for "trimming"
the coefficients the system improves its characteristics and tends to
optimum from the point of view of the selected criterion.

Now we will examine a spatial-temporal filter formed by acoustic detectors.
To each of these detectors is joined a branching delay line containing L
lead-off lines, that is, there are L - 1 ideal delay links for the time

A each. The signal in the lead-off is multiplied by the variable weight-
ing coefficient w;, which can assume positive or negative values. The
signal across the processing system output is forme¢ by the summation

of all the delayed and weighted signals.

*kkkk
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Such a system contains KL variable weighting coefficients (w3, wg,...,
WKL), the set of which can be represented in the form of a KL-dimensional
- vector,

WI il
o (1)
v

W,

(1

The signal in the i-th "branch" at the moment in time corresponding to the
k-th adaptation cycle is equal to xji(k) and represents the sum of signal

i and noise .. I R
- @, (k)= 8 (k) + 1, (k),

where ny (k) is a result of the effect of all types of interference, and
sy(k) is the result of passage of the useful signal through the array

((")" ﬁ'[f(’)]:

where Fy[+] 1s some linear function and g(k) is the useful signal received
at the origin of space coordinates by non-noise nondirectional lattice ele-
ments.

The signal yj(k) at the output of the processing unit at the time corres-
ponding to the k-th adaptation cycle (see Figures 1 and 2) is equal to

g o) o el o )

For the purposes of compactness of the recording of formulas we will turn
to vector notations. We will denote the vectors, representing the total
process, the useiul signal and interfegence in all the "branches" of the
antenna array, by the symbols ﬁ; and N respectively.

i, a1 ra
- ' H N
- i :
X- N CS= s N=|n
Tp S . ,j“
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We will use the symbol f(k) to denote the set of signals in all "branches"
of the array at the time corresponding to the k-th adaptation cycle,

f(ﬁ)" g(ﬁ) */F(K).

The expression for the signal yj(k) at the output of the processing unit
in vector form assumes the form

gote) = X7e) o) = W)X x), (3)

where the superscript T placed upward to the right of the symbol denoting
the matrix indicates that the matrix is transposed.

In actuality, )T(k) is a vector-column, that is, a matrix of the order of
(KL x 1); %*T(k) represents a matrix of the order of (1 x KL), that 1is, a
vector-row; W is a vector column of the order (KL x 1).

As is well known, the product of the two matrices K_‘and B of the orders (n
x p) and (&x m) respectively could form a matrix ¢ of the order of (n x
m). If the A matrix consists of the elements “ij

. o o
. [ e A,
_”’(es‘ L )= (x;);

ne ‘oo p

=
and the matrix B consists of the elements pij

é.=(/‘.=" j?m )" (f;,')i

P! te /‘ﬁm

then the C matrix consists of the elements I3

el ),

- :rm o 6"""
such that 2
Yy = 82 %e Py
In our case F=X7(x), B=Wlc) net, p= Kt
and m = 1. Accordingly, the matrix is s Xl Wite) = pa

that is, consists of one element. In this case

«t
e 2 e s

&/
that is

g le)= 3 0 001 = 0016,
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Thus, the writing in the form of the sum (2) and the vector writing (3)
of the process at the output of the processing unit are identical. Hence-
forth everywhere we will use vector writing as the most compact and it

is possible to describe all the processes transpiring in all "branches" of
the space-frequency filter,

It follows from formulation of the problem that

<Sle)s < Wle)s o,

¢S (x) Shte)s = “ ,

< /v(.e)/v () a “’w .

< (£) ¥7(e)> 5 0,
where the symbol <:” denotes the mathematical expectation, R')sS is the
correlation matrix of the signal, KNN is the correlation matrix of noise.

It is easy to see that in the considered case the correlation matrix of
the input processes is equal to the sum of the correlation matrices of the
signals and noise,

Ryw <X X'e)> = By B,

SS

For evaluating the working characteristics of the described processing unit
we will use the least mean square error LMSE criterion (test). The error
is

&(x) = 9'(0— ¢ (%), 4)
and the quality measure is determined as

6= <¢ (K).>‘

(5)

The min 62 value is attained by the weighting vector W corresponding to the
Wiener filter. As demonstrated in [7],

4 W= /é;-.'

where P is the vector of cross-correlation between the vector of the observ-
_ ed signal and X(k) and the useful signal g(k).

B =<9t X (e)>= <g(x) S (x>

- For computing the minimum value of the mean square error min o2 we sub-
stitute (3) and (4) into (5). We obtain

min G4 <[o(%)- opz‘y(k}]aa<9"(/¢)> ér R 5 A

For computing the optimum vector W it is necessary to kngw in advance the
correlation matrix Rxx and the cross-correlation vector , that is, it is
necessary to know the correlation properties of both the signals and noise.
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In the studles considered here, as mentioned above, the direction of sig-
nal arrival is known, and in a number of studies [6, 7, 9, 10] the power
gpectrum of the signal from the target is alsg known, that is, the vector
Pg. However, the correlation matrix of noise RyN remains unknown. In order
to overcome this difficulty we use different adaptive algorithms, not lead-
ing to optimum solutions, but convergent on an optimum solution.

We will write an expression for the mean square error 62
G*u < £9l)- (el = < ge)> 28T 4 WTR, W (6)

Fquation (6) corresponds to a sole minimum. It can be sought using gradient
descent methods.

In particular, the "most rapid descent" method (iteration of the weighting
vector is accomplished in the direction of the negative gradient of the
surface of errors) gives the algorithm [6]

W(kert) = Wik)s pl - B W], : 7
where ) is the interval of the iteration procedure during adaptation.

) For computations in accordance with the most rapid descent algorithm it is
necessa%y to know both the correlation maEEix Ryx and the cross-correlation
vector P,. Due to a lack of knowledge of Ryy the most rapid descent algo-
rithm cannot be applied to the considered problems.

The second gradient descent method, in which the ﬁ;x matrix is not requir-
ed, was proposed by Widrow and Hoff [6]. According to this method, the in-
crements of the weighting vector occur in the direction of the negative
gradient of the instantaneous value of the square error €2(k).

W(ket)= Wix) »/u[y(x/f(x{- ]T(‘K)X"(x) w(x)]- = Wi(k)+ pl g(x)~ y{x}]f{t)- (8)

This algorithm found use in solving problems related to recognition of im~
ages, identification of systems and modeling.

Comparison of (7) and (8) shows that the Widrow-Hoff method is obtained
from the most rapid descent method by a replacement of the mean values
Ryx and Pg by the corresponding instantaneous values.

When making computations by the Widrow-Hoff algorithm the E;x matrix is
not used. But a new difficulty arises. With each adaptation cycle it is
necessary to have a signal from the target g(k). In the problem consider-
ed here we do not know this signal and the filter is intended precisely
for its evaluation.

Figure 3 1llustrates a basic adaptive element.
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Fig. 3. Adaptive processing unit.

_ KEY:
A. AVC unit
B. Output signal
C. Error
D. Desired signal

If this element is connected to an output signal quantizer, we obtain an
adaptive linear threshold device ("Adalina").

<8 has already been demonstrated, for the best reproduction of a useful sig-
nal and the suppression of noise in the sense of a minimum of the mean
Square error it 1s necessary that the signal d(k) be a real signal

dlx) =~ 9lx).

However, the signal 1s unknown. If it was known, a receiving antenna would
not be required. The - _

The authors of [7] gave a method for overcoming this difficulty. A control

signal generator is used for this purpose. For the first time the idea of

‘a control signal generator was advanced in [9]. In this method the output

signals of the array elements are summed with the signals produced by the

generator of control signals, These signals are shaped in such a way that

their characteristics are identical to the characteristics which the sig~

nal from the target has according to the estimate. -

The authors of [7] present two different methods for regulating the vari-
- able weighting coefficients of the system processor.

First method. Two-regime adaptation of the wéighting coefficients in which
the following occur alternately: -
—- adaptation only using the signals produced by the control signal gener-

ator; :

~~ adaptation only using signals received by the array elements (real sig-

nal). '
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Second method. Single-regime adaptation, accomplished using the sum of
signals of the control signal generator and the real received signal.

The author of [6] proposed an algorithm representing a combination of the
most rapid descent and Widrow-prfﬂa}ggrithms

W(ket)= Wix)e pl B~ Xte) X'(x) 7 (x)]- (9)
“ W(e)o ol B~ gtx) ()]

- In this algorithm use is made of a combination of mean and instantaneous
values. Its merit is that all its components are either known in advance

Pg) or are obtained from data by means of direct measurements (y(k) and
X(k)).

In sources [8, 11, 13] the correlation matrix of the signal §33 and the
vector Pg are also unknown. The authors of these papers propose a minimum
mean square error algorithm with limitations (MMSEA). For using this al-
gorithm it is necessary to know a priori only the direction of arrival
of the signal and the frequency band. The author of [8] obtained the
following MMSE algorithm - -
| w(o)= F

- -+ ' ‘ > - (10)

Wiket)m PLW(k)~puyl) X () ]+ £,
where P is a matrix with the dimensionality (KL x KL), determined from the
limitations.

The use of the MMSE algorithm for processing signals from the arrays is
limited by the requirement that signals with a stipulated direction and
noise from other directions are uncorrelated.

Since limitations are imposed 7~n the weighting coefficients of the array,
for application of the algoritihm it is not necessary to know a priori the
statistical characteristics of the signal and noise. The MMSE algorithm
ensures satisfaction of the limitatisns and prevents the accumulation of
quantization errors in a discrete realization.

In the papers considered above the direction of arrival of the useful sig-
nal was assumed to be known. In [14] a study was made of the influence of
errors in stipulating direction on the characteristics of an adaptive ar-

- ray. In particular, it has been demonstrated that if the signal-to-noise
ratio at the output of the antenna array is 100, an error in stipulating
direction by 0.04° reduces this ratio by half. But, on the other hand, due
to this property the adaptive array can ensure a high resolution and a pre-
cise localization of the source in the investigation of surrounding space.

Source [15] describes the results of experiments with the practical real-
ization of adaptive antennas. The authors examine a two-element array with
a unit for regulating the weighting coefficients, at whose input a useful
signal and spatially localized noise is received. The adaptive antenna
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forms a diagram zero in the direction of the noise. The "depth" of the
zero is dependent on signal and noise intensity and the difference in

the angles of their arrival. The authors of the article introduce the
concept of system adaptivity, by which they mean improvement in the signal-
to-noise ratio (SNR) in the adaptive system in comparison with a rigid
system "tuned" to a stipulated direction of signal arrival.

Adaptivity = SNR after adaptation/SNR before adaptation.

The experiment demonstrated that even in the case of a two-element antenna,
an improvement in the SNR for the greater part of the angles of arrival
of noise is 10 db, whereas for some angles it attains 30 db.

In addition to the algorithms described above, some authors propose other
simplified algorithms for the purpose of reducing the complexity of the
computations and the electronic apparatus.

For example, the authors of [7] propose a so-called relaxation adaptation al-

gorithm. This algorithm is based on relaxation or approximate computation

methods which were developed by Sautell and recommended by him for differ-

ent technical computations [23],[Translator's note: The published biblio-

graphy does not include this item.] In the relaxation algorithm use is made

1 of the same error signal as in the IMSE method. For determining the neces-

- sary values of the weighting coefficients we use the evaluation of the
mean square error found by squaring and averaging of this error signal in

- a finite time interval. With the relaxation algorithm at each particular
moment in time there is a change only of one weighting coefficient; the
regulation is accomplished in a cyclic sequence. However, in the IMSE
algorithm there is simultaneous regulation of all the coefficients. The re-
laxation procedure gives a greater "mismatch" that the IMSE method, but with
a fixed mismatch the duration of the adaptation process in the relaxation
method is greater than in the LSME method. However, the relaxation method
can be easily realized using electronic computers and can considerably re-
duce the complexity of the apparatus in a number of variants of adaptation
schemes.

#4. Convergence of Adaptation Algorithms. Convergence Variants

Now we will examine the problem of convergence of the vector of weighting

coefficients to the optimum vector opt W. For describing the properties

of this convergence we will determine the mean weighting vector ﬂh(k), the

giéghted autocorrelation matrix ﬁ%w(k) and the weighted covariation matrix
(k).

It is obvious that all these values are a function of the number of iter-

ations k. - ’
M ()= < W(e)>,

B, (e)= <Wle) WT(e)>

B () <LV(x) = oy (eI i006) = P (1] > =
= B, (k)= Py () F1] ().
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In source [6] there is a discussion of the problem of convergence of the
algorithm (9). It was demonstrated in the study that for any & > O there
ig such a p which for any U satisfying the inequality O<p <M,

- Lim supf) W, = opt Wib>] <€

Here the symbol ||...} denotes the norm or length of the vector. Thus, with
a suitable choigg J* the weighting vector can be made arbitrarily close to
the vector opt W. However, if it is assumed that the vectors ?Yk), X(k+1),
... obtained by successive measurements are statistically uncorrelated and
Gaussian (and this should be correct in practical cases when the time in-
terval between successive applications of the algorithm is great in compar-
ison with the intervals of correlation of the results of measurements) ,
convergence is ensured with less rigorous conditions. Specifically, if

the scalar component K satisfied the inequality

where A pax is the maximum eigenvalue of the correlation matrix ﬁ;x,
then when the number of adaptations tends to infinity the mean weighting
vector converges as a sequence to opt W. '

Source |6] describes experiments with modeling on a computer carried out

as an illustration of the properties of convergence of the new adaptive
algorithm (9). The results of modeling were used in constructing graphs

for the mean square error corresponding to the adaptive algorithm (9) and
the mean square error corresponding to the mean weighting vector. It can

be concluded from the graphs that the characteristic curve for the adaptive
weighting vector is very close to the characteristic curve for the mean
value of the weighting vector, especially during the time of the initial
iterations. When the number of iterations becomes greater, the curve for
the mean weighting vector converges to the optimum solution, whereas the
curve for the adaptive weighting vector fluctuates relative to the optimum
straight line. These fluctuations occur as a result of the nonzero value

of the coefficient M. However, attempts at a decrease in W were accompan-
ied by a corresponding decrease of convergence.

In contrast to the new adaptive algorithm (9), proposed by Griffiths, the
Widrow~Hoff algorithm (8) gives an unbiased value of the vector of the
weighting coefficients.

- It was demonstrated in [6] that in the case of a two-regime adaptation pro-
cedure by means of a generator of control signals
- y A "

- me
fim ALt Bor B 5y

where k = mp + mypy, Mg is the number of adaptations in regime I, myy is
the number of adaptations in regime II, M1 and MHgp are constants deter-
mining the magnitude of the interval in regimes I and II respectively,

A is the amplitude of the oscillations at the output of the generator,of
control signals, Rgg is the correlation matrix of the control signal, 7
is the yector of cross correlation between the vector of the control
signal §%x) and the control signal é(k) received at the origin of
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coordinates of a non-noise array element invariant relative to direction
A - Ul 2 A &,
8= ¢§() ;’{x)>, Awce)S(x)>.

In the case of a single-regime adaptation procedure

. R 2
bim MT.,(")"[%* ’Qu-],/'}‘
Kwpe

The mean vector ﬁw, obtained as a result of use of both single- and two-
regime adaptation procedures with a control signal, in a general case

will not be equal to the weighted vector, ggrrespondinq to the criterion
of a minimum of the mean square error opt W. This is correct even in those
cases w&en the control signal ideally reproduces the real signal from the
target g{k) = g(k). A bias of the solution arises because the input sig-
nals of the processor usually contain not only a control signal, but also
the real signal from the target. The bias can be eliminated either by
carrying out the adaptation process in the course of intervals when there
is no real signal from the target or by means of use of a control signal
whose amplitude is small in comparison with the amplitude of the signals
actually received by the array.

The author of [8] examined the conditions for convergence of the algorithm
(10) for the vector of the coefficients in the case of an unknown cor-
relation structurs of the signal. As demonstrated in the study, the eval-
wation (10) is unbiased. The rate of convergence and the dispersion of

the evaluation, as before, is determined by the choice of the coefficient

-

khkkkkkk
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summary

This paper constitutes a review of methods for the adaptation of hydro-
acoustic systems, for the most part, hydroacoustic receiving antenna
arrays.

The article gives an analysis of algorithms obtained by different authors
for the adaptive optimization of antenna systems intended for the detec-
tion and discrimination of a useful signal and the suppression of noise

signals under conditions of a priori ambiguity or changing input effects.

The considered systems consist of linear, plane or spatial antenna arrays
and a processing unit designed in the form of a set of declay lines and

_ ' lead-offs, with weighted summation and subsequent averaging. The adaptive
algorithms are used for iter: tive "adjustment" of the weighting coeffic-

- ients in accordance with the criterion of minimum of the mean square
error. Such an antenna system can be used in frequency and direction fil-
tering. In the course of the work it changes the directional diagram
proper, the frequency characteristics or other parameters by means of

- an internal feedback and thereby increases the response to the useful
signal and reduces response to noise signals, asymptoticaily tending to an
optimum variant.

In most of the analyzed studies it is postulated that the sources of the
useful signal are localized in space and can be regarded as point sources.
The noise is caused either by point sources in the medium surrounding the
array elements or by the thermal noise of the amplifiers. The useful sig-
nals and the signals from the local noise sources are propagated in space
as uniform plane waves. The space in which the antenna system functions

is linear; the influence of space on the signals is reduced only to their
time delay.

Most of the cited adaptive algorithms were developed for a case when the
direction to the source of the signal and its spectral characteristics
or frequency bands are assumed to be known a priori. However, the direc-
tion to the noise sources, the amount of noise, its spectral and correla-
tion characteristics may not be lnown, the noise can change its position
and characteristics, can appear and disappear in the course of reception.
Such a formulation is characteristic for problems in underwater commun-
jcations. Available a priori in‘ormation on the useful signal makes it
possible for the antenna system to form its diagram in such a way that
its main lobe is directed toward the signal source and makes it possible

- to determine the width of the main lobe and the frequency characteristic
of the filter. With arrival of signals from directions other than the
stipulated direction, the system classifies these signals as noise sig-
nals and forms diagram zeroes in the direction of their arrival.

However, in the most extensive and important class of cases of practical
interest the direction to the source of the useful signal not only is
not known, but frequently must be determined. In this case the problem
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arigses of using adaptation for seeking a signal and determining its bear-
ing.

The problem is to detect a sighal in the fleld of distributed and local
noise. Nelther the direction of arrival of the signals nor the direction
of arrival of the notse are known. It is of interest to examine a class L
of noise broader in comparison with point sources, with more complex spa-
tial-temporal characteristies, for example, sea noise, reverberation noise
and other types of noise characteristic for hydreacoustic applications.

It is necessary to synthesize such a spatial=-frequency filter which on

the basis of use of characteristic eriteria of a useful signal (for ex-
ample, spectral, correlation and other properties) will ensure reception
of this signal and simultaneous suppression of all noise. This problem

in part is dealt with in [14, 15]and elsewhere .

_ Notations

uj(t) is the signal at the output of the j-th detector in the antenna array,
i=1,2, 3,...;

Hj(AJ) is the filter at the output of the j-th antenna array detector, the
array being designed in the form of a delay line with L. lead-offs;

Vj(t) is the signal at the filter output Hy(w;;

¥ is the summator;

Y;(t) is the signal at the output of the summator };

G(w) is the post-summator filter;

Y5(t) is the signal at the filter output G(w);

S is the squarer;

Y3(t) is the signal at the output of the squarer S;

%{(.)dt ig the averager;

Z(t) is the signal at the output of the antenna filter;
A is the delay time between filter lead-offs Hs(d);
x;(t) is the signal in the i-th lead-off of the processing unit, i =1, 2
oo o KL;
%; (k) is the signal in the i-th lead-off corresponding to the k-th adapta-
tion cycle;
W} is a weighting coefficient by which the signal xj(t) is multiplied;
nj(k) is the total noise in the i~-th lead-off in the k-th adaptation cycle;
sj(k) is the useful signal in the i-th lead-off in the k-th adaptation
cycle;

is the vector of the weighting coefficients wy;
X(k) is the vector of the signals xj(k);

(k) is the vector of useful signals s;(k);
N(k) is the vector of noise nj(k);
g(k) is the signal from the target perceived at the origin of space coor-
dinates by a non-noise array element invariant relative to direction;
Rgg is the correlation matrix of the useful signal;
Ryny is the correlation matrix of noise;
Ryx is the correlation matrix of the process at the input of the processing
unit;
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€ (k) is the error in evaluating the signal g(k);
18 the mean square error in evaluating the signal g(k);

opt W is the optimum weighting vector, corresponding to the Wiener filter;
Tﬂ iy the vector of cross-correlation between the vector of the observed
signal % (k) and the signal from the target g(k);

M is the interval of the iteration procedure during adaptation;

d(k) is the "desired" signal or the signal which must be obtained at the
output of the processing unit;

My(k) is the mean weighting vector;

Ry (k) 1is the weighted autocorrelation matrix;

A pax 1§ the maximum eigenvalue of the correlation matrix Ryxi

my, myp is the number of adaptation cycles in regime I and in regime II
respectively in the case of a two-regime adaptation procedure;

1, Wyp are constants determining the magnitude of the interval in
regimes I and II respectively;

L is the amplitude of the oscillations at the output of the generator of
control signals;

Rgs is the correlation matrix of the control signal;

P is the vector of cross correlation between the vector of the control
sggnal and the signal from the target.

(3223244
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Unc 621.391.2

ALGORITHMS FOR PROCESSING SONAR INFORMATION UNDER A PRIORI
UNCERTAINTY CONDITIONS

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY~-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 320-327

fArticle by Yu. Ye. Sidorov]

[Text] Under the real conditions of sonar observation the statistical
characteristics of the registered processes vary in a broad range and
cannot be a priori completely known to the observer. This circumstance
makes it necessary to solve the problems involved in the statistical syn-
thesis of algorithms for the processing of sonar information under

a priori uncertainty conditions.

The detection algorithms, the algorithms for determining coordinates (pri-
mary processing) and trajectory of movement of objects (secondary process-
ing) are based on use of the principles of nonbias [1, 2], invariance [1]
and the theory of rank criteria [1, 3] when checking complex statistical
hypotheses, which makes it possible to synthesize methods with a structure
which is extremely stable relative to real observation conditions.

I. Rule for Detection of Echo Signal

The detection of a signal reflected from an object in the form of a packet

of pulses (such a type of signal is very common and is created, for ex-
_ ample, with the use of a periodic source of the explosive type) must be
accomplished in two stages and in each of these stages there is an inde-
pendent optimization of the processing rules. The first stage is the stage
of binary quantization of the received oscillation, whereas in the second
stage there is an accumulation of quantized signals for the purpose of de~
tecting the packet. The rules for each stage are formulated as the rules
for checking the hypothesis Hp of absence of a signal relative to the al-
ternative Hy of its presence.

The binary quantization rule is based on a comparison of oscillations ("con-
trast" method) received from n (n)2) elementary radar range resolution

sectors. An "inspection'" of the distance is made by the sequential method
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on the assumption that the target can be situated only in the last, n=-th,
of the compared range sectors. The rule does not require & priori informa-
tion on the distribution law for the noise background and uses ranks of in=-
{tial observations. [By "targets" is meant single or group reflectors, such
as sea anlmals, surface layer scatterers, bottom, etc.] It can be demon-
strated that this rule is the uniformly most clearly expressed invariant
rank rule in the form:

1 when Rg> C,

47(R0) - then Rg = C,
0 when Rg < C,

(1)

where Rg is the rank of the value V', being a reading of the envelope of
the oscillations in the n-th range sector in the j~th period of repetition
of the pulses, J = 1,.4., h;; &(Rg) is the probability of a decislon in
favor of the H; hypothesis.” The threshold number C and the probability »*
are determined unambiguously with respect to the stipulated probability of
a false alarm ©¢; from the condicion:

oy * Lol PO (2)

Here the averaging of Eg 1s carried out using the distribution of the rank
Rg with Hy, which is equal to 1/n. This indicates that rule (L), (2) has

a constant probability of false alarm with any noise intensity and any

law of distribution of the noise background.

Computation of the effectiveness of rules (1), (2) with the approximation
of noise by a normal law, being typical in the reception of an echo sig-
nal against a background of reverberation noise [5, 6], and with "harmon-
ious" fluctuations of pulses in conformity to the Rayleigh and Rice laws,
show that the losses in the signal-to-noise ratio caused by a lack of know-
ledge of the distribution law for the noise background and its intensity,
and the use of rank values instead of observed values, with an increase in
n decrease and when n> 10 for all practical purposes tend to zero.

The rule for the second stage is a randomized invariant rule (RIR) in the
form:

1 when X> M,
P(x) = $ when X=M, 3
- 0 when X = M,
where -, & o..
o' u“%",‘?‘ 1

and xj assume the values "1" or "0" with the unknown probabilities pj and
1-Pj and are solutions indicating the presence or absence of a signa% re-
spectively, used in the first stage. The threshold M and the probability
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d are determined on the basis of the given resultant probability &, of
a false alarm from the condition

a4 L .
sk &l oty fr-cr) Tl o ppeci,y ~ (4)
where cg is the number of combinations of h relative to k.,

It follows from condition (4) that the numbers M and J are determined only
by the probability &, and are not dependent on the unknown probabilities
Pi, which in the presence of a target do not remain constant with time
as a result of nonstationarity (in a general case) of the nolse background
and the reflected signal. Accordingly, the rule (3), (4) is not dependent
on the a priori unknown noise intensity, on the distribution law for the
mixture of signal and noise and operability in the case of a nonstationary
- state of the observed process.

The effectiveness of the rule (3), (4) is determined by the intensity func-
tion, which with identical P4 = p has the form:

., o b o w ) Ao
‘ﬂ.‘v["?‘/j.fa&:;r"//'/’/ r e, 07! O

and increases with an increase in the number h of pulses in the packet. Due
to the fact that the algorithm for detection of the packet is "two-peaked"
and the dependence &y = f(Cll) is known, it is possible to construct a
family of curves for detection of the packet for different values » %o,
n, h, by using which it is possible to select the becessary work "regime'
for a two-stage detector in general, Comparison of such a detector with
the Manna-Whitney detector, in which in the second stage use is made of
the sum of the weighted rank statistics (which leads to a result close to
optimum), and not the adopted decisions themselves, shows that the losses
in the signal-to-noise ratio of the synthesized detector in comparison
with the Manna-Whitney detector with an increase in the number of accumul-
ation cycles decreases monotonically and when h# 30 do not exceed 1.5 db
(in the comparison the noise was assumed to be Gaussian and the signal

was assumed to fluctuate in conformity to the Rayleigh law, A4, = 0.9,

%y = 10~2), It should be noted that the Manna-Whitney detector is con-
siderably more complex in its circuitry than the synthesized two-stage
detector, which moreover can be constructed completely using components
from computer technology.

II. Rule for Determining Coordinates of Object [This rule was formulated
jointly with L. A, Zhivotovskiy. ]

The rule for determining coordinates is based on use of the information
spatial-temporal relationships between the target and a group of sensors
at the time of adoption of a decision. The essence of the rule is as fol~
lows. Assume that the processing of information is accomplished simul-
taneously from Z sensors (in 7 channels), 2 = 1, 2,..., each of which has
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its effective range. Declsions concerning the presence of a target are made
using data from the output of the two-stage detector of each channel for
each range sector. Assume that in each of any two range distances there

is one such decision or solution. On the basis of these decisions, knowing
the coordinates of the sensors and the source, it 18 possible to construct
two poslition lines for the target (in this case -~ ellipses), at whose in-
tersection several points are formed; a target can be situated at each of
these. For each of these "suspicious" points at the next distances it is
possible to determine in advance the range sec“ors in one of which the sig-
nal should fall 1f it was actually reflected frum the target. Geometrically
this means that all the position lines in the presence of a target should
intersect at one of the '“'suspicious" points, which also will determine its
coordinates. If the "suspect" sectors at each of the distances are connect=-
ed by lines, we obtain "paths" characterizing the coordinates of possible
target position. Thus, the problem of determining coordinates is reduced

to the choice of a target "path" among a set of "paths.," For this purpose
we successively carry out a paired comparison of any two "paths' for the
purpose of selecting the true path, which in turn is compared with the new
path, etc., until all the paths have been "sorted." As a result, only a
single path should remain, and this will be considered the true one. Geo-
metrically this means that we have determined the point of intersection

of the greatest number of position lines.

|4

The rule for determination of coordinates is the invariant uniformly strong-
- est and has the form:

1 when ‘;_‘:‘Xf'?d/
p+ when z{x;;c;‘

P(X) = & (5)
0 when ‘g/r" <
‘;r z L rrN)E
¢J=/~ﬁ¢;*/f/a/ DPAVG % (6) -
where Xj = 1 when 273 A= 0 with /<% and x14 and x21,

assuming the values "1" and "O," are decisions concerning the presence

("1") or absence ("0") of a target in the i~th compared pair of suspic- -
ious points on the first and second "paths" respectively, i = 1,...,2;
o~ {s the probability of error of the first kind. It can be seen from
formulas (5), (6) that the rule is not dependent on the unknown probabil-
ities py = p { %1 - 1} and has a constant probability ©®3 for any A4. The
probability of a correct determination of coordinates when pjy = p 1is

. o A z-4 X4 c-c
)L G P e o)
This probability increases with an increase in the number of sensors 2 .

For determining the dependence of p on the signal-to-noise ratio 2 at
the input of a two-stage detector it is possible to use the formula:

P 45T~z e f)]
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llaving the p(q) and /33(p) dependences Lt 1s easy to form a dependence
which 1s the "through" and final stochastic characteristic for the pri-
mary processing of sonar information.

ITT. Rules for Detectlon of Trajectory of Object

The Eflrst stage in the secondary processing of information is the autoin-
terception of the trajectory of the moving target, in the course of which
there ls a tie-in of the sounding signal for the readings made in each
period to the trajectory to be detected. As a result, true and spurious
trajectorles are formed, whose selection is accomplished in accordance
with the adopted autointerception criterion, at the basis of which we
should have the statistical differences between the trajectories of the
targets and the "trajectories" of the noise.

The algorithms for detection of the trajectory obtained balow are based on
use of absence of a correlation between spurious readings obtalned in ad-
jacent periods of the sounding signal train [7]. The following premises
were adopted in formulating the algorithms.

1. Two sets of random values are observed [xli; yli} and {xzi; YZi.}>
i=1,..., d = %/3, which are the coordinates of the instantaneous target
in two adjacent periods of the sounding signal train, in each of which the
measurements of the target position are made i times using 1 "trios" of
sensors (observation model with time quantization),

2, The functional of the continuous distribution law of eacii of the sets
{xli; Yli} and {XZiYZi} is considered unknown.

3. An informative criterion indicating that the readings obtained in two
adjacent periods of the train of signals belong to the true trajectory
is the presence of correlation of the sets X] = {xli} and xp = [xzi},
- v = [y115 and y, = {YZi} . Otherwise we use the solution of a false
trajectory detection. By virtue of the nondependence of the sets(zlj;
%94} and {yli; yzi}it is sufficient to obtain a detection algorithm
for one of them, for example, for [xli; XZi} » since for the second it
will be similar.

With these premises it is possible to synthesize two algorithms for auto-
interception of the trajectory.

1. The most effective unbiased algorithm, based on transpositions of the
form:

o L with /2, 2e)o AL 77, 29))
P,/‘z"; 'z"’/)'," &, with VYCTE Y4 Y PR AL IRTTIA ¢))
0 With 4/, Xe/<HLr 7 %0, Z8/Y
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where the threshold is dependent on the rank statistics T(x;, x3) = (xl,"

x{d)a x(d>), x(l),<-..x£d); x§1)< ...<x§d), which is the complete and ade-

quate sgatistics for the unknown distribution of the readings h(x1, x3). The
probability of error of the first kind of 4 of the criterion (7) is con-
stant for any form of the densities h(x), x3), as can be seen from the con-
dition: ¢4 = [1/(d!)*}(d +%), where a is the number of points in the set
A formed from the observed point (x31, x3) = (%93r0000 X141 X21400.4%d) by
all possible transpositions xji and x2i separately and containing only
(d1)2 points at which the hypothesis of detection of a spurious trajectory
is refuted. For computing the effectiveness of the c¢riterion (7) the den-
sity h(x1, %x;) can be approximated by a two-dimensional normal distribution
with unknown parameters. In this case the rule (7) is the uniformly most
effective unbiased transposition rule with a critical region in the form:

- & . 7/ % —'33-1//

Z B Ty (8)
r's’4d
2. The unbiased rank algorithm has the form:
-4 v
C?'Z._/ﬂ'ﬁ"z‘,‘.’d 9)
&7 o 4

where Ry,..., Ry are the ranks %;;,...x24 (ordered in increasing values);
Syre..+8q are the ranks x31,..., X3q (ordered in increasing values), and
Ti is the rank of the x3 value related to the i-th minimum x; value. The

1 threshold constant C is determined using the stipulated significance level
®4 from the condition: ®4 = E[{(T)] . Here ¢ (+) is the probability
of deviation of the hypothesis of detection of a spurious trajectory; the
averaging E is carried out using the distribution of statistics & with
that hypothesis which is equal to 1/d). It can therefore be seen that the
threshold C is not dependent on the distribution of the observed readings.

On the assumption of a normal distribution law for the observed readings
(with a priori unknown parameters) on the basis of use of this same cri-
terion of absence of correlation between spurious readings in adjacent
periods of repetition it was possible to obtain two algorithms.

1. The uniformly most effective unbiased algorithm has the form:

7 0. _.._./.tfﬁ__.__ . o-" , 1) '

R e i (10
where R is the sample correlation coefficient, tq-3(w) is the central t-
distribution with (d - 2) degrees of freedom. In the case of large d this
algorithm serves as a good approximation to the transposition algorithm
(8), which is impractical in the case of a considerable volume of the
sample.

2. The uniformly most effective invariant rule for trajectory detection is

based on use of the correlations between the readings from a target, ob-
- tained in P (P» 2) adjacent periods of transmission of the sounding signal.
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This rule is a generalization of the rule (10), obtained for the case P

= 2, and has the form: « ol oo
A (4 v
e PRy e, R ‘;j Lo, Pl (11)

where R? is the square of the sample multiple correlation coefficient;
_ Fp1, d_p(w*) is the central Fisher distribution F with (p-1, d-p) degrees
of freedom.

The effectiveness of the resulting rules (8), (9), (10), (11) can be com-
puted easily using, for example, the tables in [8].

Summary

1. In order to carry out statistical synthesis of algorithms for the pri-
mary and secondary processing of sonar information under real conditions
of underwater observation, characterized by an absence of full a priori
information on the statistical characteristics of the input data, it 1is ex-
tremely productive to employ the nonbias and invariance principles and the
theory of rank criteria ia the checking of complex statistical hypotheses.
In contrast to classical synthesis methods, requiring full a priori infor-
mation and as a rule leading to systems "sensitive" to change in the input
conditions, the application of these principles made it possible to syn-
thesize algorithms which are applicable under the unknown and changing
observation conditions and having stable stochastic characteristics with
any change in external conditions.

2. The extremely stable structure of synthesized algorithms under condi=-
tions of a priori uncertainty and their applicability using the element base

of discrete microelectronics makes it possible to create on their basis
automated digital systems for the processing of sonar information.

dkkkk
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unc 621.391.2
NONPARAMETRIC METHODS FOR THE PROCESSING OF HYDROACOUSTIC INFORMATION

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIXE in Russian 1975 pp 328-345

[Article by N. G. Gatkin, A. Ya. Kalyuzhnyy and L. G. Krasnyy]

[Text] I. Introduction. By the term "nonparametric methods" is meant those

- which ensure an invariance of some characteristics of the processing sys-
tem (for example, the probabilities of a false alarm in the detection
problem) to the properties of noise. A distinguishing characteristic of
these methods is the reduction of the initial data to symbolic or rank
information. In this paper we examine methods based on ranks.

We will mention some definitions. Assume that there is a sample {xi] (1 =
1,...,n). Arraniing %Ef element?n}n an increasing order, we obtain the or-
dered sample x(I)<x'¥'< ... <x"", called a variational series. The
sequence number of the element Xj in this series is called its rank R;.
The procedure for computing Rj can be represented in the form

R ',.2’: VE R (1)
_ where
- /1, 250 (2)
u(z)s {0, 2¢0

- 1t is obvious that 1€Rj €n. The totality of the ranks of all elements
in the sample, that is, some transposing of the whole numbers from 1 to n,
is called the rank vector {Ri}. If the elements of the initial sample are
independent and identically distributed, it is easy to show that all the
records of the rank vector are equiprobable, regardless of the specific
form of the sample distribution. Therefore, any statistics based on ranks
will ensure a constancy of the false alarm level, independently of the
distribution of noise, provided that the above-mentioned conditions are
satisfied for the noise readings. However, the detection of a signal is
possible because its presence leads to a disruption of these conditions,

- which is disclosed by rank statistics.

Thus, the nonparametric properties of the rank algorithms are ensured by
transformation from the space of observations with an arbitrary distrib-
ution function F(x) to the space of the ranks having a known distribution
in the absence of a signal. This transformation can be interpreted in the
following way [6]. We will write the empirical distribution function of

the initial sample
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Fota) - 3wl )
(3)

It follows from a comparison of (3) and (1) that Ry = nF*(x4) - 1. In ac-
cordance with the Glivenko theorem, F*(x)-<» F(x), and so

4)
108 Alx) (

It therefore follows that the ranks can be considered as a scund evalua-
tion of a one-dimensional distribution law. The transformation on the
right=hand side of (4) for continuous distributions is reversible, and
accordingly, does not lead to an information loss. It therefore follows
that for each specific distribution it is possible, in principle, to
form asymptotically optimum rank statistics. To be sure, if the noise
distribution is known, there is no need to shift from observations to
ranks and it is better to use the results of classical theory. However,

a priori information on the properties of noise as a rule is not entire-
ly reiiable. Therefore there is a risk that a parametric device optimum
for a definite type of noise can be far from optimum under real condi-
tions and does not ensure a stipulated false alarm level. However, rank
devices optimized for any most probable distribution ensure asymptotical-
ly optimum results for it and at the same time have an insensitivity

(in the sense of the false alarm level) to possible deviations from the
adopted model. However, if there is absolutely no a priori information
concerning the properties of the noise, ordinary devices cannot be used,
at the same time that rank devices fully retain their operability and
ensure, as will be demonstrated below, an adequately high noise immunity.

In general, the determination of ranks is dependent on the specific nature
of the particular detection problem. In some cases for rank detection it
is insufficient to have only a working sample [xi] . It is also neces=-
sary to have a teaching or reference sample of noise [Yj}. In this case
the ranking, that is, the evaluation of the one-dimensicnal distribution
law, can be accomplished both solely on the basis of a reference sample
and on the basis of a composite sample formed from the reference and
working samples. The need for a reference sample arises in a case when
the presence of a signal does not lead to a disruption of the uniformity
of the distribution of elements of the working sample and the appearance
of a dependence between them (for example, the readings of a signal of

an identical strength). Then the detection is accomplished by means of

a comparison of the properties of the working and reference samples. How-
ever, if the readings are for signals not of equal level, a reference
sample is not required because the presence of a signal leads to the ap-
pearance of a definite rank order in the working sample, ‘dependent on
signal shape. However, if the signal shape is unknown, a reference sample
is also necessary.

It should be noted that the rank algorithms known in mathematical stat-
istics have nonparametric properties only under the condition that the
noise readings are independent and identically distributed in the
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observation interval. However, if these conditions are disrupted, systems
based on ordinary ranks lose their nonparametric properties. In order to
overcome these shortcomings it is possible to suggest two approaches. The
first is such a change in the ordering procedure as will ensure the neces-
sary invariant properties even with disruption of these conditions. As

was indicated above, the ranking in the case of independent samples

in essence represented an evaluation of the one-dimensional distribution
law, Similarly, ranking for dependent samples should represent, in one
form or another, an evaluation of a multidimensional distribution law, For
example, it is possible to obtain evaluations on the basis of the follow-
ing transformation

o‘lﬁ;fx"./.'t.-‘“..., &7 (iety, n) (5)

where By [-] is the i-dimensional conditional distribution of the sample.
As a result of such a transformation, from a sample “i] with an arbitrary
multidimensional distribution it is possible to obtain a sample {Qi3o£ inde~
pendent uniformly distributed values. Their sound and unbiased evaluations
{QIJ should have (at least asymptotically) these same properties. However,
such a procedure is exceedingly unwieldy and is scarcely applicable in

the case of a large sample.

The second approach is more productive and involves a reasonable combina-
tion of ordinary and nonparametric processing methods. On its basis the
literature (including in this study) proposes a number of algorithms

characterized by simplicity and strong nonparametric properties for a
broad class of noise. The essence of these methods is set forth below.

khkkk
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2. Nonparametric Processing Algorithms

It is possible to distinguish the following nonparametric processing methods.
1. Traditional methods;

-= guccessive use of procedures known in mathematical statistics in the prob-
lem of signal detection.

2. Hybrid or "mixed" methods;

-= the essence of these methods is a preliminary transformation of the in-
put information by usual methods (for example, filtering, detection, etc.)
and then the uge of nonparametric processing. In addition, nonparametric
processing may not be applied to the entire mass of data, but to its indi=~
vidual parts with subsequent accumulation of the results. This makes it
possible to reduce the volume of observations.

3. The method of nonparameterization of decision rules proposed by the auth-
ors. 'The processing is carried out primarily by usual methods and nonpara-
metric methods (algorithms) are used in the final stage of adoption of the
decision. Using this method it is possible to make any known detector non-
parametric.

Now we will examine the application of these methods in specific signal de-
tection problems.

Detectors of Determined and Quasidetermined Signals

Assume that the received signal contains P components [Sl(t)....,sp(t) ],
which can differ, for example, either with respect to the reception points
or the time shift or the central frequencies. The voltage across the in-
put of the detector [xl(t),..., xp(cﬂ; in addition to the signal, con-
tains the additive noise {Nl(t),..., Np(t)}. After evening-out the time
delays between the components, the voltage is time-quantized. Thus, the
initial data for the processing represent the totality P of the samples
{x4(e) (3 =1,..., P & =1,..., n). In addition to the working samples
it 1s assumed, in a general case, that it is possible to obtain q reference
samples of noise {¥x(t;)} (k = 1,...,q), whose statistical characteristics
coincide with the characteristics of noise at the input.

Traditional methods. The general form of the processing algorithm for de-
termined signals is as follows: e
7; - .8 25'((.'//’/'9[25'(4}J/: (6)

c gt tel 4

where R [xj(ti)]is the rank of the value xj(tj), h {-} is some transforma-
tion of ranks. With a corresponding choice of this transformation [2] the
statistics (6) can have an asymptotic optimality for some specific distrib-
ution. The ranks R can be computed by different methods. Multichannel (in
particular, spatial-temporal) processing affords additional possibilities
for ranking:

Method I. The ranking is accomplished in each channel separately. In this
case, in general, to the working sample in each channel it is possible

to add the corresponding reference sample. In this method only the
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stationarity of the noise is important. The properties of noise in the
different channels can be different. For example, this means that with
spatial-temporal processing this method ensures invariance to the form of
nonuniformity of the noise field, but is sensitive to nonstationarity.
This method corresponds to evaluation of tha distribution function with
time.

Method II. The outputs of the channels are ranked at a fixed moment in time.
The reference sample can also participate in the ranking. This method en=-
sures invariance relative to the nonstationary state of noise, but the
properties of noise in different channels must be identical. With spatial=
temporal processing this method corresponds to evaluation of the distrib-
ution function in space.

If the signal contains one or more unknown parameters, it is possible to
use all the procedures known in classical detection theory. In this case
for each set of parameters it is necessary to carry out processing in ac-
cordance with (6) and select channels with the greatest effects. In the
case of a narrow-band signal with a random initial phase it is possible to
use the well-known idea of quadrature processing or proceed to the signal
envelopes.

A merit of traditional processing methods is the possibility of attaining
an asymptotically optimum quality of detection. The shortcomings include
a substantial complexity of the record and rather limited nonparametric
properties, since for stability of the false alarm level there must be

a nondependence of the noise readings both in time and between channels.

Hybrid or "mixed" methods. Ranking is a rather time-consuming operation.
Thus, in the ranking of n samples the number of required operations is
of the order of n2. The authors of 8 proposed a method for reducing the
number of operations. For this purpose the ranked sample is broken down
into k groups of equal size and the ranking is carried out within each
group. The results of nonparametric processing for each group are then
summed. This makes it possible to reduce the number of operations by a
factor of k. The breakdown can be accomplished both respect to time and
channels. For example, with a breakdown into groups on the basis of time
the processing algorithm assumes the form:

T2 &8 55 g o P45 g ) (7

¢ jtarur 4
where R, is the rank, computed for the £-th group. The logs of algorithm
(7) with respect to noise immunity in comparison with the traditional
method (6) is already insignificant with a volume of the groups of about 10
samples.

The number of operations can be reduced still further if there is a prelim=-
inary reduction of the initial data by usual methods. For example, if the

signal components differ only with respect to the time delays, after even-
ing out of the delays the channel voltages can be summed and then single-
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channel nonparametric processing can be carried out. This not only re-
duces the numbor of operations, but also strengthens the nonparametric
properties of the algorithm. For example, in the case of spatial separa-
tion of channels this ensures invariance to the spatial properties of
noise.

Other methods for the preliminary tranasformation of input information (£il-
tering, rectification, etec.) are also possible. The merit of this group ot
methods in comparison with the preceding methods is the simplicity of ap-
plication and stronger invariant properties. But here, as a rule, it is
already impossible to attain asymptotically optimum results, since a pre-
liminary reduction of the volume of data leads to information losses.

Methods for nonparameterization of decision rules. Almost all the process-
ing is accomplished by usual methods and its results are subjected to
nonparametric processing. Two such processing methods are possible: paral-
lel and sequential.

Method I. In each channel there is processing of the signal using any
known algorithm (for example, by matched filtering or in a standard re-
ceiving channel). By the end of the observation interval random values,
such as }1,..., Ap are formed at the channel outputs. The output effects
of the noise reference channels N1,.¢+s TI obtained during this same
observation interval must be added to them. The composite sample formed
in this way is ranked and the following gtatistics are formed

- S et ®

which is then compared with the threshold and a decision is made concern=-
ing the presence or absence of a signal. Here R[lj] is the rank of the
random value )j in the composite sample, g [~] is some transformation
of the ranks, aj are regressive constants, determined by the expected
jevel of the useful effect in the corresponding channel. For registry

of the falgse alarm level it is only important to have the random values
{Aj} and [V?k} nondependent and identically distributed. This means, for
example, that when using spatial channels it is important to have uniform-
ity of the noise field in space and a nondependence between the channels;
the temporal properties of the noise do not play a role. However, if time
channels are used (that is, pulse packets), the stationarity of noise and
the nondependence of its values after an interval equal to the pulse rep-
etition rate are known; the spatial properties of the noise are of no
importance. In addition, if the packet modulation law is known and is

not rectangular, a reference sample is not mandatory.

Method II. The decision interval is broken down into two segments. First
there are several detection teaching cycles without a signal and at the

output a reference sample(']k} is formed, which is stored. Then several
working cycles take place and a working sample [ij} is formed at the output.
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Then there is nonparametric processing similar to (8). Since the ouktput
effects of different detection cycles are usually independent, for prac-
tical purposes for stabilizing the false alarm there is a need only for
the stationarity of the noise in the decision interval. The remaining
properties of the noilse can be completely variable. This method is ex~-
tremely similar to an adaptive detector. Its advantages are: 1) there is
assurance of strong invariant properties, and 2) any known detector can
be made nonparametric by connecting to its output a device computing the
statisties (8). Naturally, for this it is necessary to sacrifice the
quality of detection, but as indicated by the results cited below the
losses are small.

We note in conclusion that this same group of methods is invariant to
signal shape; the specifics of the signal must be taken into account
by the preceding processing.

Detectors of Random Signals

It is postulated that the reception is accomplished at P points in space.
After evening-out of the time delays between the spatial channels there

is a discretization of the voltage with time. Thus, the initial data are
represented, as above, by the totality P of samples [xj(ti)} (= 1,...,
P; 1 = 17,...,n). In the detection of determined signals the information
criteria for the presence of a signal was either the difference between
the working and reference samples or the appearance of a definite rank or-
der in the sample. In this case the information criterion of signal pres-
ence can also be the difference between the working and the reference
samples, and in addition, the appearance of a statistical correlation
between the channels caused by the presence of one and the same random
signal in them. In the latter case detection can also be carried out with-
out reference samples.

The algorithm for spatial-temporal processing in a general case has the
form:

" ol
T = S5 e )t (9)

The ranks, the same as above, can be determined by two methods, that is,
ranking either in time or in space, both with and without a reference
sample. If a reference sample is used, we find both the difference between
the working and reference samples and the appearance of the statistical
correlation between the working samples. In the absence of a reference
sample only the appearance of a statistical correlation between working
samples is detected.

Hybrid methods and nonparameterization methods in this case are similar
to the idea considered above.
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3., Stablllty of Nonparametric Processing Methods

As indicated by the results in the preceding section, absolute invariance
to the properties of interference cannot be achleved in all cases. It was
postulated above that the elements of a ranked sample must be independent
and identically distributed. However, if these conditions are not satisfied
the rank detectors lose their nonparametric properties.

The influence of the dependence of sample elements was investigated, for
example, in [4, 9-11], However, the influence of nonuniformity of the dis-
tribution of sample elements to all intents and purposes has not been in-
vestigated. In most studies the stability of the detectors to deviation
from the adopted interference model has been investigated on the basis of
change in noise immunity. We will study stability from the point of view
of stability of the false alarm level.

An exhaustive characteristic of the stabilizing properties of the detector
is the dependence of the actual false alarm level F on some set of destab-
ilizing parameters o€ with a stipulated false alarm level Fg. This charac-
teristic 1s an analog of the detection characteristic and it can be called
the nonparametric characteristic. In particular, for normal statistiecs

LT L G oty
A aP ICI) &(L) = ";}j . (10)

. where CP{} is the Laplace integral, Mg and Gg are the mathematical ex-
pectation and the dispeg;ion of statistics corresponding to the proposed
interference model, H(«¢) and G 2(&) are the same parameters correspond-
ing to its real properties.,

However, computation of this characteristic in many cases meets with sub-

stantial mathematical difficulties, and in addition, such a complete char-
acteristic is not always necessary. Sometimes it is sufficient to charac-

terize the relative improvement or worsening of the stabilizing properties
of one detector relative to the other., As such an index it is possible to

use the value

B K-

A
= bm ——"va?,"-')-".' , (11)

where @ is a zero vector which we call the relative nonparametric effect-
iveness of the detector 2 in comparison with the detector 1. If £>1, then
the detector 2 ensures a better stabilization of F than the detector I. II
has an especially simple form for normal statistics under the condition
that & = and M(o¢) = Hg. Substituting (10) into (11) and expanding

the uncertainty, we obtain  Se)

___iﬁ..) 1&’0 . (12)
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where V 1is the least order of magnitude of the derivative, different from
zero. Below we investigate the stability of statistics similar to the wide-
ly known Manna=Whitney statilstiecs, but modified by us somewhat so that it
will be suitable for the detection of a sign-variable signal as well:

We P8l Suta, - )£ (13)

The stabilizing properties of these statistics will be compared with the
properties of the correlation detector

A &S ‘ (14)
et

The statistics (13) ané (14) are asymptotically normal under sufficiently
broad conditions. Therefore & can be computed using formula (12),

Influence of Dependence of Samples

It is not possible to compute the dispersion directly for the statistics
(13) with dependent samples. Therefore, we will consider its asymptotical-
ly (m~>c0 ) equivalent statistics :

W..- S, £ (=), (15)

(ot

where Fg(+) is real interference. In a Gaussian case we obtain

2 B al [/ e , ,() o/
O b 35S+ o T8 one.sin 240 (16)
‘uj .
where .Pij are the elements of the sample correlation matrix. The first
term in (16) is the dispersion of statistics in the case of independent
samples, the second is the "increment" to dispersion, caused by the depen-
dence. As we see, in this case the dispersion is dependent on the type of
correlation function of interference, and accordingly, the statistics (15)
lose their nonparametric properties. We will compute £ for these statistics
relative to the statistics (14). For the latter under these same conditions
we have
L) ¥ s
G = 1%" § *-é?-%:’”fv"s"% an
v
Substituting (16) and (17) into (12) we find that € = /3 regardless of
the type of correlation function.

Thus, the instability of a false alarm in rank statistics (15) was approx-
imately the same (with a "weak" dependence) as for an ordinary parametric
situation. This indicates that the dependence of the samples can represent
a gserlous problem in creating nonparametric detectors.
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Influence of Nonuniformity of Distribution of Sample Elements

Assume that Fy(x), wi(x) are the distribution functilon and probability
density of the i-th element of the working sample, Fgg(x), wox(x) are
these same characteristics for the k-th element of the reference sample.
If the distribution of interference is symmetric relative to the mathe-
matical expectation, for the statist%;s (13) we have

(A

aet

2 / L] F N Mm
vk stk ()RS

I3 4 «ot

‘ Rl PRI T

[T e untan )it (o) et .
*ss-Z§:é$Q”$(%17§5gﬂ£(@/dh

As we see, the dispersion of statistics, and accordingly, the false alarm
level, are dependent on the functional form of noise distribution, that is,
the invariance is impaired.

For the statistics (l4) under these same conditions
R
8 - ! [P utmycte

If the nonhomogeneity is manifested only in the scale parameter, that is

(19)

Alz)e A 55 ), (20)

it can be shown that the nonparametric effectiveness of the statistics (13)
relative to the statisties (14), regardless of the form of the nonhomogen-
eity, is equal to (in the case of large n and m):

: ey oS E) ] (21)

For a Gaussian distribution this value is equal to 0,907, that is, also, as

in the case of a dependence of the samples, the instability of a false alarm

of a rank detector 1s of the same order of magnitude as for an ordinary par-
ametric detector. However, in this case the situation can improve.

Assume that m/n =4 is a whole number and the reference sample repeats by
J times the working sample in its statistical properties, that is

/::‘ (2): ’c;(-'o(_t-f/n] {z).r /:-(z) (".".’l"" n,; és fooms J./ (22)
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In (13) we assume that Sy = 1 (this is possible in the case of a unipolar
signal). Then (18) assumes the form

2 nedet)et

G« -,;-r'qf.ﬁé(ﬁe%wwvw?ww/m £/ (23)

The first term is the dispersion of Manna-Whitney statistics in the case of
a uniform sample, the second is the increment to dispersion caused by the
nonhomogeneity, When n-roc this increment decreases in comparison with the
first term. Thus, Manna-Whitney statistics has an asymptotic nonparametric
character even in the case of a nonuniform sample., It is also easy to apply
this result to other linear rank statistics.

However, in the case of a sign-variable signal 84 5% 1 the rank statistics
do not have this property. However, in this case it is possible to propose
a somewhat modified ordering procedure (which we will call the weighted

ranking procedure), due to which in this case an asymptotic nonparametric-

ity is attained. Applicable to the statistics (13) 1t is necessary to in-
troduce the following changes:

gslutm-v) ] (24)
i

.
(g
ar

W=

-(For the constants Sy there should be satisfaction of an expression similar

to (22), In this case with the adopted assumptions we have:
Fu= @
1ot S L (S8 N st
7% ESE 55 pa (5 S)(E 8! )-

s
™

7 7Y TT ]

(25)

“sh B8 S E ) £y ) e s
'3 cvr
+ <Ly 2?8'/92?5.£7§A/faf/%7069
J‘[‘; art fogtir ~
&2
where Eg = 3 S
i=1

It follows from (25) that when J+ the dispersion is not dependent on the
distribution of interference and tends to the value Es/12. If the mean sig-
nal value is equal to zero and the number of readings in the period is
great, in (25) it is possible to discard the third and last terms. Then
asymptotic nonparametricity is achieved also with finite § and n— oo.

We will apply this result to arbitrary linear rank statistics
” (26)
0_ - /
TS A F,
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where V,,, 1s the "weighted" rank of an i-th element of the working sample,

equal to
é,g St ulaz,)
”N‘f‘l ? S,‘ * ). (27)

2/

{xij is an aggregate sample (1 = 1,..,,N), the first n elements of which
are working elements and the next N - n = m elements are reference elements.
First of all, we note that the statistics (26) are asymptotically equiva-
lent to the statistics

7"):”/'/'.3:;3 ] 2‘], (28)

] S

and therefore it is sufficient to investlgate the properties of the stat-
istics, since they asymptotically coincide with the properties of T , For
the statistics T it is possible to demonstrate the following result, If

1) m/n = § 1is a whole number and the condition (22) is correct; 2) the
distribution of interference is symmetric relative to the mathematical ex-
pectation, which is identical for all samples; 3) the function h {-} is

odd; 4)
s
__JZ_——— — ve
e Se  Aves '

15440

then the statistics (and accordingly also the statistics T*) are asymptotic-
ally normal with parameters not dependent on the type of distribution of
interference.

In actuality, it is easy to confirm that by virtue of assumptions 2 and 3
5 star=)
Y/ 257 ot /
2 q.gs{// -fJuide s,

[Translator's note: There is a duplication of numbers of formulas.]
In accordance with assumption 1 we can write
21,2 a.: Se4
:%’S‘/b/ j&f{zja’x

Putting the sum sign beneath the integral sign and making the replacement

”-l
(5 )(E 5 ()= gof
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wa obtain

< ’)-D
626 /4 ly)dy (263

Thus, the dispersion and mathematical expectation T are not dependent on
the distribution of interference even in the case of a nonuniform sample,

= The proof of asymptotic normality of T involves checking of the Lindberg
condition and does not cause substantial difficulties. We will not cite
it due to limitations on space.

Thus, as a result of our investigation of the influence of nonhomogeneity
the following conclusions can be drawn. In the case of a unipolar signal
(that is, with post-detector processing) the usual linear rank statistics
have asymptotic nonparametricity; this, in particular, is correct for all
systems constructed by the method of nonparameterization of the decision
rules. In the case of a sign-variable signal (that is, with predetector
processing) the stabilizing properties of ordinary rank detectors deterior-
ate substantially and become comparable with the properties of ordinary de-
tectors. In order to improve the stabilizing properties in this case it is
possible to recommend use of the procedure of "weighted" ranking.

4. Noise Immunity of Nonparametric Processing Methods

Usually it is not possible to compute the detection characteristics for
rank detectors. Therefore, in the statistical literature a generally accept-~
ed quality criterion [1] for nonparametric algorithms is the asymptotic
relative effectiveness (ARE) of the investigated detector relative to some
standard detector. For asymptotically normal statistics

ap'(¢) /52
Eem ———-—ﬂl o/
R
where Au(q), AHO(q) is the increment of the mathematical expectation of
the investigated and standard statistics, O 2 and 06 are the dispersions

of statistics, q is the signal-to-noise ratio at the detector input, a is
the volume of the sample.

ARE = (27)

In the case of independent readings of stationary and uniform noise the
asymptotically optimum statistics for detection of a determined signal has

- the form )
27 "54. Y x, (4.)f,
A, = 2 & )¢z (4)), (28)
2
where . [75 “x/5)),,
Ty
N (29)

w(x/s), w(x/0) is the probability density of the observed data in the pres—
ence and absence of a signal.
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The ARE of rank statistics (6) relative to (28) is equal to
, .
[t ecetnrae]’
ARE 7, [/~ {(f)ee)J] ¢ =) itrb) % ]

(30)

)
= 1 e .
AN 75" o vt
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If h(u) = [FF’l(u)], then the statistics (6) becomes asymptotically optimum
and ARE = 1. But even with a nonoptimum sample h the rank statistics have a
iiigh effectiveness. For example, if h(u) = u (Wilcoxson statistics), ARE =
0.95 in a Gaussian case. Moreover [12], it has been demonstrated that in
this case for the most favorable distribution AREp 0.864. The ARE of rank
detectors can also be considerably greater than 1 if the distribution of
interference differs from that adopted in optimization. For example, the
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so=-called "normal marks criterion" or the Van der Varden method, equivalent
to it, corresponding to h(u) = <F""l(u), where tP'l (u) 18 a function inverse
of the Laplace integral, have ARE 21 for any symmetric distribution and
the minimum ARE value, equal to unity, is attained for a normal density
[12].

However, the results cited above characterize the properties of rank stat-
istics only in the case of large sizes of samples and weak signals. In many
cases, for example, when using mixed methods or parameterization methods,
the sizes of the sample can be small. In these cases the only acceptable
method for investigating noise Immunity is the Monte Carlo method. Using
this method, in [5] the author computed the characteristics of detection
and the threshold signal-to-noise ratios for Kendall and Spearman statis-
tics with Gaussian interference.

We carried out similar computations for Wilecoxson two-sample statistics.

The results of the computations are given in Figures 1-6. For computing

one point of the detection characteristic curve an average of 500 repetitions
were carried out. The threshold values were taken from the tables [7]. Using
the results of these computations, it is possible to obtain the detection
characteristics for any algorithm obtained by the nonparameterization
nethod if we know the relationship between the signal-to-noise ratio at

the processing input and output preceding the nonparametric determination.
The root of the signal-to-noise ratio has been plotted along the x-axis

on the cited detection characteristic curves (Figures 1-4). On these same
graphs the dashed curve represents the detection characteristics for opti-
mum processing, which in this case involves a simple averaging of the ini-
tial data.

The results of the computations have been summarized in Fig. 5, where we
have shown the dependence of the threshold signal-to-noise ratio corres-
ponding to a probability of correct detection 0.9 on the sample volume

with probabilities of a false alarm 10-1, 10-2 and 10~3, On the next graph
(Fig. 6) we have shown the losses in the threshold signal-to-noise ratio for
investigated processing in comparison with the optimum situation. As we

see, the losses decrease rapidly with an increase in n and already with

n = 20 are close to asymptotic, which constitute a little more than 3 re-
gardless of the false alarm level,

In some cases the total volume of the working and reference sample can be
limited. For example, when using nonparameterization algorithms the observ-
ation interval is fixed. Part of this interval can be used for obtaining
reference samples; the remainder -- for obtaining working samples. Figure

1 1llustrates the influence of the relationship between the magnitude of
the working and reference samples. The highest noise immunity is attained
under the condition that the volumes of the working and reference samples
are identical.
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5, Summary

Our investigations show that nonparametric processing methods are a promis=
ing means for overcoming a priori uncertainty. They make it posaible to
achleve an insensitivity (in the sense of the false alarm level stability)
to a change in the properties of noise for most cases of practical impor=-
tapr 2, In some cases, however, when this cannot be achieved (due to the
influence, for example, of nonhomogeneity), the use of these methods is
nevertholeas more preferable than ordinary parametric methods due to their
lesser senaitivity to noise properties. It is characteristie that in a
nunber of aituations such invariant properties of these detectors, valuable
for practieal purposes, are achieved at the price of a small loss in noise
{mmunity. In addition, one of the merits of these methods is the possibil-
ity of their relatively simple realization by use of modern digital com=-
puters,
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POSSIBILITIES OF APPLICATION OF METHODS OF NONPARAMETRIC STATISTICS IN SONAR

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 346=347

[Article by F. P. Tarasenko]

R [Text] One of the principal problems in sonar is the synthesis of instru-
ment complexes for the processing of the received signal for the detection
of reflecting objects, discrimination (classification) of targets, deter-
mination of the necessary parameters of their motion (coordinates, dirac~
tion and velocity, ete.). Since modern technology of production of instru-
mentation and computers makes it possible to apply virtually any algorithm
for the processing of signals, the central problem in statistical sonar
is becoming the synthesis of processing procedures satisfying definite re-
quirements on the probabilities of errors and the degree of accuracy of
the adopted statistical solutions. The abundant experience gained in stat-
istical radar demonstrates the great value of the methods for statistical
synthesis of receivers and gives rise to hopes for similar success in
sonar, However, the specific results of statistical radar are actually use-
less for sonar. The reason for this is the exceedingly important difference
in the physical conditions under which radar and sonar are used, The most
important of these are: the difference between the speeds of light and
sound; the presence of reverberation; degree of saturation of the medium
by natural reflecting and scattering objects; complex acoustic inhomogen-
eity of the medium; rather rapid change in the parameters of the medium;
the higher level of noise and interference and their nonstationarity, As
a result, a model of a received signal used successfully in radar is inade-
quate for sonar.

The development of theoretical models of sonar signals (V, V. 01'shevskiy,
D. Middleton, and others) made it possible to reduce the complex structure
of signals to a specific form, but precisely this complexity does not make
it possible (in any case -- for many situations of practical importance)
to obtain analytical expressions for the distributions of probabilities
necessary for proceeding to a statistical synthesis of procedures. On the
other hand, experimental investigations of real signals also reveal an
exceedingly complex picture: even a simple change in the aspect of the
target leads to unrecognizable changes in signal statistics.
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The direet approach to statistical synthesis is a continuation of attempts
to obtain, theoretically or experimentally, the necessary distributions,
In this respect it is extremely promising to use the modeling programs
proposed by V. V. 0l'shevskiy and D. Middleten [1, 2].

liowaver, there {8 also a circuitous approach, involving departure from a
too detailed atudy of the statistica of sonar signals and then direct
advance to the synthesis of procedures not requiring a knowledge of the
functional type of distributions. This approach is assumed to be nonpara-
metric statistical. It {s characteristic for this branch of statistics
that it requires an extremely small amount of a priori information: it is
sufficient to know only some general differences between noise and a mix=
ture of signal and noise of the type "a distribution shift appears,” "its
gcale parameter changes," "the discribution form changes," "the symmetry
of the distribution is impaired," "a dependence between the signal read=
ings appears," etc., This information already makes it possible to formulate
a auccessfully operating procedure for the detection of the signal and
evaluation of some parameters. Despite the paucity of a priori informa-
tion, nonparametric procedures are insignificantly less effective than
parametric methods in the case of correctnass of the parametric informa=-
tion and considerably surpass the latter in those cases when the true dis=
tribution differs from the postulated distribution. However, it should not
be surmised that parametric statistics already has ready answers to all
problems in hydroacoustics. Even in the simplest problem of signal detec~
tion in noise much will be dependent on what is actually known about the
differences between the distributions of noise and its mixture with the
useful signal. The creation of adaptive or self-teaching classification
algorithms is also not a simple problem, Finally, the specific nature of
sonar undoubtedly requires the formulation of procedures taking into ac-
count the nonstationary nature of the sample and this branch of statistics
in general and nonparametric statistics in particular for the time being
is still extremely poorly developed.

Despite the mentioned difficulties, hydroacoustics is an exceedingly very
promising field of application of noupucumciile siatistics.
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UDC 621,391,822,3:621,317
ALGORITHMS FOR SIGNAL RECOGNITION WITH INCOMPLETE A PRIORI INFORMATION

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russiun 1975 pp 348-350

[Article by V, P, Vagin and V. D. Petukhov)

[Text] In a real situation the developer of an information system frequent-
ly does not have all the necessary a priori information in order to make
use of the results of the classical theory of statistical derivations. It
is therefore not surprising that the creation of methods for removal of

a priori uncertainty became the most timely direction in development of

the theory of statistical synthesis of information systems. One of the pos-
sibilities of overcoming these difficulties is the use of nonparametric
methods, that is, methods invariant to the functional form of the noise
distribution law and the method of its interaction with the signal.

The fields of applicability of the above-mentioned methods are the problems:
dichotomy == division of the entire alphabet of classes of objects into

two contradictory types of concept, of which one negates the other; taxonomy,
when a set of space vectors must be divided in a definite way using de-
cision rules, etc. {1].

This sort of problem arises quite frequently in statistical measurements in
hydroacoustics [2, 3, 4].

The problem of signal recognition is represented in the form of the problem
of checking the statistical hypothesis [Fj(x), F,(x)]€ Fo against the general
alternatives [Fp(x), Fn(x)]€ F\Fg. We will determine the "input effect” as
the random process { X(t); 0§ t< T} or as a finite sequence of random values
{x4; £ =1, 2,...,n]. Two assumptions are possible: 1) X represents "pure
noise" or 2) X is a "mixture of signal and noise'"; it is necessary to obtain
a solution on the basis of a finite sequence (x3, X2se005%,) of independent
observations of the input process. For solution of the above-mentioned prob-
lems it is possible to use nonlinear rank statistics. In this respect the
Kolmogorov-Smirnov criterion is of the greatest interest, being well-founded
in comparison with the general alternatives (5, 6].
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i Do * S )8 (2) £ (2

where Fm(x) and I, (x) are empirical coefficients of samples of the dimen=
sionality m and n respectively (without loss of generality ny m). The
Hodges method (1957) is used for determining P(Dy,<d). This involves com-
putations using recurrent formulas derived by Massey in [7] with more gen=
eral boundary conditions, that is, msn [8]., The pecullarities of use of
the algorithm were presented in points A, B, C.

A. The algorithm gives a precise computation of P(Dpy € d) with satisfaction
of any of the three restrictions on the sample:

1) n£50, mg[0,1n] for m/n< [0,1n];
2) n€100, m» [0,1n] for n = kmy, k = 1, 2, 3,...}
3) n¢50, my[0.,1n] for n 5= km, k= 1, 2, 3,,..;

B. With the restrictions:

1) 100pn 50, m<[0.1n} when m/n < [0.1n};
2) n >100, m< 80 the Dyy distribution uses the Kolmogorov approximation with
the Miller correction (1956) (on the Dy, scale)

Seijm' (D - L

C. With the restrictions: /_.( e e”)
1) n2>100, m>80;

2) 100€n <50, m» {0.1n) with n 5= km, k = 1, 2, 3,..the Dpn distribution
uses the Smirnov approximation. The observed S value is corrected by the

correction (1/2y7n) (on the S scale).

‘s:;m’?’;) ‘Dmn‘#n‘
The algorithm was programmed in FORTRAN language for a BESM-6 computer.
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UDC 621,391,2

OPTIMUM DETECTION AND DIFFERENTIATION OF SIGNALS UNDER CONDITIONS
OF RESTRICTED A PRIORI INFORMATION

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 351~360

[Article by L. G. Krasnyy]

{Text] Introduction. In classical detection theory the optimization of pro=-

cessing algorithms is possible only with the availability of full a priori

information on signals and interference. As is well known, the optimum (in

the sense of mean risk) processing algorithm is a functional of the proba=-

bility ratio .

afie)= e, ) ' W
i /u?atg4b5) .

where JL(+/Hj) and f (+/Hp) are measures corresponding to the hypothesis
Hi (presence of the i-th signal) and the zero hypothesis Ho (absence of
signals), and the solution /g in favor of the K-th hypothesis is obtain-
ed in accordance with the rule:

¢ L t{A,(v)> 4;(u), xa/} (2)

However, in most cases information on signals and interference has a limit-
ed character. In this case computation of the probability ratio is impos-
sible and accordingly algorithm (1) cannot be realized.

In this connection it is of interest to formulate the problem of optimiza=-
tion in a form differing from the classical formulation: it is necessary
to synthesize a processing algorithm Fg(u) which is optimum (using the
selected criterion) with a stipulated level of a priori information on
the signal and interference and asymptotically convergent on A(u) with
an increase in a priori data.

The pioneering work in this direction is the work of N. G. Gatkin [1]. There,
applicable to the signal detection problem, he proposed the A -criterion
("signal-to-noise" maximum criterion), making it possible to synthesize
detection algorithms without recourse to computation of A (u). Our paper
develops the ideas proposed in [1]. Its purpose is the selection of a
quality criterion satisfying the enumerated conditions and the optimizing

of processing functionals on its basis.,
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& =Criterton for Optimizing Processing Algorithms

We will examine the problem of differentiating "n" signals ai(t.ﬁ'),....
8n(t, ¥) in the noise field with an arbitrary distribution law, Assume that
in the presence of an i-th signal the adopted realization u(t,¥) has the

form: \ reald
- ult, B) o8, 3); W0 B 6,3 o

where £4(+) is a function determining the method of interaction of the i-th
signal and noilse N(t,¥), n(1,X) -- spatial-temporal white noise.

We introduce the random vector 5 » assuming the value 51 in the case of

the hypothesis Hy, If it is assumed that the i<th coordinate & i is equal
to unity, and the others == to zero, then in place of (3) we have

ult, %)= (8 Tt 2)+ nd,2), )
where (+,+) is the symbol for the scalar product,
THZ 4w At

In such a formulation, the problem of differentiating signals can be refor-
mulated into the problem of measuring the random vector &. As an evaluation

of the & vector we will use a Bayes evaluation with a quadratic loss
function, Then the optimum evaluation is the vector-functional fo(u), min-
imizing the measurement error

e(F)= E[IF(e)-61%, )
where E { -} is the mathematical expectation symbul, ﬂ -u is the norm in
the Hilbert ‘'space of the functionals F(u).
We will show that with complete a prior information on signals and interfer-
ence, optimization using the criterion (5) (we call it the £ -criterion)

leads to the same results as the traditional mean risk criterion.

Assume that the appearance of each of the signals is equiprobable. Then (5)
can be represented in the form:

- L ¢ :
elF)~3 &, JIEW)-6 [ A tdpldalK), (6)
where Fy (u) and 95 { respectively are the j~th components of ?(u) and 5 i

Varying this expression for Fg(u), we obtain
LA
. g a‘a'jl{u)
A ly) ’%"’ 2, ()
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or since faKI = 5Ki ( 5lKi is the Kronecker symbol)
P
At L )

The solution 7/K of the presence of the K~th signal is found using the
rule:

n:/&(u):aﬁ;,(u), .'u/'},
which, with (7) taken into account, coincides with (2).

1 In a two~alternative case, for example, with the detection of the signal
s(t,x), 1t follows from (7) that

Al 720, ®

that is, the optimum processing functional is a monotonic function of the
probability ratio
124 .
) 2 bfswo) ©
pldfs «.0)

Thus, with full a priori information on signals and interference, the € -
criterion is equivalent to the mean risk minimum eriterion.

£ - Optimum Processing Functionals

Now we will examine the synthesis of ¢ -optimum processing functionals un-
der conditions of restricted a priori information.

Assume that we know only the first 2p moments of the adopted realization u(t,
) in the presence and absence of signals. We will seek the &-optimum pro-
cessing algorithm in the class 7, P of p-linear functionals in the form:

v
5/‘//9"2"!';///[“ 5'}“"/ {v' i)?'(!n'-v fu"'é‘w--; 2‘2)0‘1 "a/:‘t.l' . (10)

Substituting (10) into (5), varying (5) with respect to 9’_11((') and solving
the resulting equation, we obtain the following system of integral equations
for determining the kernel So:?K(-), € is the optimum functional of (10):

S
é // "M:"([nq;;x"y,)}e‘{?;;(,}a/’f';dy, . f"'.,lz.)l (11)
et v :
where N ) EEE) ML)

are the moments of the (K + Q)-th and K-th orders u(t, ;f) in the presence of
the i-th signal.

In the special case of detection of a signal the system (11) assumes the

form: s e . .in
§ HI R )RR IR Gt e iR), a2
44 '
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where f( ) and MKN( ) are the moments u(t, %) in the presence of a sig-
‘nal, M g (+) are the moments u(t, %) in the absence of a signal.

It follows from expressions (11) and (12) that the use of the € -criterion
for synthesis of the processing functionals does not require other inform-
_ ation on the investigated processes other than the one at hand.

However, if information on the moments figuring in equations (11)-(12) is
a priori absent, there can be a changeover to adaptive procesaing al§o—
rithms in which, in accordance with [2], in place of (+) and

we should have their € -optimum evaluations obtained in the teaching stage.

£ -Optimum Recurrent Processing Functionals

In those cases when the solution of the systems of equations (11)-(12) is
difficult, it is possible to formulate an iterative procedure for the syn-
thesis of € -optimum processing functionais. For this we will minimize

(5) under the condition that in algorithm (10) only the functions ?yp(-)
are unknown, whereas ?31(-),..., 4ﬁp_1(-) are stipulated.

Solving the corresponding variational problem, we obtain

& //MPP(IM %24 ﬂ%/‘ffﬂ;'%)”‘f 7" ALCSEN)

r/-
S L ‘,,-z,.y.)}se.r.w./o‘r.e?.:
Applicable to the detection problem

///”“(n f' ﬂ%)"” {;n ‘Ef j ,%)0607 “/!’;5’/"“ (14)

' !//” {‘:u i 501 )% e (‘:':' f'y)}¢ uy.)"?a’y.
Accordingly, in the case of an iterative optimization procedure instead of

(13)

a system of integral equations it is necessary to have a successive solution
for only one integral equation. The corresponding £ -optimum processing func-
tional is described by the following recurrent algorithm:

“ﬁd- ﬂd'aﬁah% i . (15)
where et 3 )y FI i B
€ -Optimum Detection and Differentiating of Signals as a Problem in Nonlinear

Filtering

In the preceding sections it was demonstrated that the use of the & -criterion
makes it possible to reformulate the problem of optimum differentiation (de-
tection) of signals in the optimum evaluation (filtering) problem for the
random vector %3. Such a point of view makes it possible to use a different
approach to the synthesis of optimum processing algorithms based on the

theory of nonlinear filtering of random processes [3-5] and fields [6]. Ac-
cording to this theory, an optimum evaluation is the conditional mathematical
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expectation, conforming to some stochastic differential equation. However,
this equation is not closed, which considerably reduces its practical sig-
nificance., The use of the & -criterion eliminates this difficulty. The
specific feature of € -optimization is that there is filtering of the
components of the Oy vector, which with equiprobability assume only two
values: "1" or "0." Accordingly, all the higher moments @ are expressed
through the first moment, which makes it possible to close the filtering
equation, We will demonstrate this, -

¢
We will introduce the field ok, :?)-/u/t. )k,
L]

conforming, in accordance with (4), to a stochastic differential equation:

ot B)= (6 T 20l + o lt, ), (16)

where

¢
w(ll, ) [nle2)te
is the Wiener field introduced into [7].

Then the € -optimum evaluation Oy is the conditional mathematical expecta-
tion 9K in the case of observation of (-, %) in the interval [0,t], that

is
Elu)=£{86,) 0, %), T elots} (17)

As demonstrated in [6], FSK(u) is a quadratically-integrable martingale for
which the following representation is correct

£ ) 5;'7,,;./2@}5 £)v(s5) | (18)
i -'o’v(é, Z)edlolt, 3)- 51 ) oK, '
F 3)Eht 2)1fe, 3), T eLoie), b3 (5 74, 5)).

We will find the kernel ‘f/(t, ?:') in the representation (18). For this we
introduce the process Y (t), allowing, as also in (18), the representation

| .ﬂag-/]wr'r, F)av(e£)dE (20)

o o
and we will compute the mathematical expectation E(Q(t)BK] where 91(
- = Ok - E(Og). Since from (16) and (19)

then it 3~ Lhe 5= 16 ENll » (6,2,

where

(19)

f/yfz/o,'/?f//]a; Rt A5, 5)-4 (0, F) e o - e

~Ef/] P05, 2)ef6, L3, 3)- hte, )26, 7), s6 L0 27 ot .
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Taking into account the equality
Eldofh, 3)te, B n SLe-1)t, o

expression (21) is easily transformed in the following way!

ER/O8 &) [efolnte 3)-415 52t 2),

' 36/0 r]/"’*’f?‘a“’/d‘?j .
Eh& ]« &l £lé 13t 7)o Lot}

E[QUIE, )= £l Cu) D)
1t follows from a comparison of (22) and (23) that:

VIt 3) 18, b1, 3))a(e, 2), T & [014 ) ~E[8, 10(r, B), veLae)- £ Alt Z)ate, 2), w60 /8 (20

(22)

On the other hand
(23)

For computing the conditional mathematical expectations entering into (24)
we will use the above-mentioned property of the moments of the random val-

ues Og: . ‘
El6/latn %), v e o ])- &g Jafn B), T s L0)).
Hence A
. v, =) et (25)
o, bt Z)itn &), relo)fs L4 E) £/ ()
and !
M F)ateB) velo =S L IE ) (26)

* >
where £,°(t, X) 1s the mean square evaluation
e Af5,03); 0,3,
computed with the hypothesis Hyg, that is
£143) J4 fo 2 WO 2 pleh, oM, ; e, 3), TS8R ).

Substituting (24)-(26) into (18) and taking into account the expression
di(t, %) = u(t, X)dt, we obtain a closed stochastic differential equation
for the € -optimum processing functional:

A« Efl1162)- £ 410 252 )
ol 3)- £ 40, F) Fl ()} o2 A,

27)
with the initial condition
)
In the case of signal detection expression (27) assumes the form:
o )= £ full1- £ )]l 2) - e, 5~ (28)
-4 143)- EXlH 16 ) £ ALY s 47T+ f o
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wheve f *(t %) 1s the evaluation of £ [s(t, X); N(t, x)} 2 (t, %) 1is
the evaluation of £(0; N(t, ¥)).

In those cases when the problem of differentiating (detecting) signals is
regular, from solutions of equations (27)~(28) it is possible to discrim-
inate adequate statistics also being the € =~optimum processing algorithms
(by analogy with [8] we will call them evaluation=-correlation algorithms),
For example, the sufficient statlstiecs corresponding to (27) have the form:

folldoy giaic 418 BN Vo4 T, ) et -

ST/ AA %)) ot o, (29)

Expression (29) is a generalization of the results of studies [8] and {9],

in the case of spatial-temporal processing and arbitrary (non-Markov) sig-

nals and interference, It follows from these expressions that the principal
element of the £ -optimum evaluation-correlation processing functionals

is the filtering hlock

/R/‘l (“{o:z)l M(io E)}‘

The f£iltering block, by analogy with (10), can be described by integral
polynomials [10]:

//(l'zl/ )' //”/111"0 xl) (44.;--:1.:’-"";47”-4-?./""l""""w (30)

whose optimization is reduced to solution of the following system of inte-
gral equations relative to the kernel ﬁPjK(')g

z //ﬂ,, i e 5 B G ol = (4, 2) (31)

vhere

mll & ;5 &, )= £ 8, Eall,, & )l Z W10}

£~ Optimu. Functionals for the Processing of Gaussian Signals and Inter-
ference

As an illustration of the results we will examine the problem of detection
of determined and random signals in the field of additive Gaussian noise.

Determined signal. In this case
Helt, 2); W, E)) = st 2o M)

. and the € -optimum processing functional (29) assumes the form:

6{"/’1’/7//”/4"’/ M g)//_g/{ 2Zha' -1, 2}/0’/0’3’ -
-+ {1 Jlett 2t - Hte B el (32)
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where N *(t, %) and Ng™*(t, %) are the mean square evaluations of interfer=
ence N( t), compur.eg in the presence and absence of a signal.

$ince N(t, X) is a Gaussian field, the evaluations Np*(t, ¥) are linear
functionals of u(t, %) and in accordance with (30)-(31) are equal to!

L A L Y -
where A y‘) is solut:ion of the integral equation
Lo, 3)'/ T E DA (08, 5 jkof Al b 2.%)

or in operator form we have
y'(‘g’{'!' A’,)-‘A’,. (34)

Here Ky(t, ty; X, ¥1) is a spatial-temporal correlation function N(t, %),
Gy is the spectral density of white noise n(t, X), I is a unit operator.

From (33) v VAL AM S 4

hence Se N =N a7 WYs

Substituting this expression into (32), we have

Elu)sefr- ¥, (!-9’).0-}‘(1-V)s,(!-!/):». <Y, (f' w/hs- 3‘“’(,. ¥4, (35)

where <., .> is the symbol for the scalar product in space ﬁx T. Using
the "generating process method" [11], it can be demonstrated that

(1-¥)'(%ere k)" (36)

The substitution of (36) into (35) gives
£ (u)n <, 8>~ f ¢, 05

-/ felt 0t el ol - § L[, 2100, 2) 2, @7
where ﬁ(c, %) is solution of the equation

(e 1+ 4,)8=s.

The synthesized € -optimum detection algorithm coincides with the known
result, obtained earlier [12] from the probability ratio.

Random signal. In this case, in accordance with (30)-(31):

)= U= (5% W= M5 < (5% 0 b, (4% M), (38)
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where In Gausstan form s(t, ¥) and N(t, %)@

$'a W'u , M %"y; /6+a1/ _ (39)
the integral operators "Ago and ¥ °N figuring in (39) are found from the
equations!

.y.(“/ll’d\’,!&)-,\:”
Vil ek, 0k,)0 K,, (40)

in which Kg(t, t1; ¥, i’l) is the correlation function of the signal,
With (39) and (40) taken into account:

, "‘ "O.MQ.I“:O”'
where '

) %’(.%1' A;‘" ,\'f‘/;‘A’""oﬂ .
Hence Eu)e <t B0 (W =Ko Jus =g (¥~ W),
MY Yo Judnfces(2- &)‘f{"f <y (- !‘.’,,')\'U’-
By analogy with (36) |

and (1Y) (Y20 X, )

(02 ) = (Yal+ &, 0m,)
hence '
Bla)f <o M f [, & Jult,, S M, 4,57, B )ty o8,
i _ ’ (61)
vhere HARe L+ K ) (el ke )

Also, as in the case of a determined signal, the functional (41) coincides
with the known result [13], obtained from the probability ratio.
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UDC 62-5:007:621,391:519.2
- SEQUENTIAL PROCEDURE OF IDENTIFICATION IN HYDROACOUSTIC RESEARCH

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 361-365

[Article by G. S. Lbov and V., I. Kotyukov]

[Text] In connection with the recently increasing timeliness of automation
of oceanographic research the use of recognition or identification systems
and algorithms for the purposes of computer detection and classification
of hydroacoustic signals is acquiring great importance.

The methods of the theory of automatic recognition of images are coming
into wide use not only for the purposes of preliminary processing of the
collected information, but also in the systematic study of many oceano-
graphic objects: bottom structure, biosphere, distribution of different
layers in the water thickness, and others. In all these tasks problems
arise in the automation of the search for informative criteria from the
signals from objects and the adoption of different rational decisions on
their basis.

In a number of well-known studies the use of hierarchical recognition sys-
tems in hydroacoustics [3) is proposed for the case of complex class-
ification problems. These make it possible to minimize the cost of meas-
urement of criteria for the object to be identified with a stipulated
reliability of its classification.

It is assumed that the "teaching" process on the basis of available stat-
istical material is already completed and the identifying tool (algorithm)
is used in a regime of classification of the newly arriving objects. Al-
lowance for the relationship between losses from recognition errors and
the cost of measuring the values of the criteria leads to a sequential
process of their measurement.

Naturally, the criteria must be measured for an object subject to recognition
in such a sequence and in such a quantity that the required reliability of
its classification is ensured at a minimum measurement cost,
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Usually in the literature [1, 2, 3] authors have proposed measurement pro=
— cedures which do not take into account the statistical interrelationship
of the eriteria although it is evident that the creation of a method eas-
i1y applied on an electronic computer using this additional information
would lead only to a decrease in the cost of measurements in the recogni-
tion process.

In this study we have developed an algorithm for sequential measurement for
the case of dependent criteria.

1. Formulation of Problem

The problem of minimizing the cost of measurements of criteria is solved
with the following restrictions:

a) 1t is assumed as a simplification that the cost of measuring each of N
criteria { x1,...,xy} 18 equal;

b) the repeated measurement of any of the criteria xi for the object does
not carry additional information;

c) for each i-th class (1 = 1,...,m) we know its a priori probability Py,
and also as a result of the preliminary teaching process we determine the
form and parameters of the probability density function Pg(xyseeesxN)e

Assume that in the n-th interval of the object recognition procedure wa
measure only some n criteria (n<N), whose values are denoted (Xl..., %N).
The unmeasured criteria, in turn, are denoted {x}..., x{..., xN-0 7; the
a posteriori probabilities of the classes for a particular unknown object
are equal to:

69
We note that before the beginning of measurements we had

[#10)= P,
In this paper we selected the following rule as the criterion for stopping
the measurement procedure. The successive measurement of the values of the
criteria ends and a decision is made concerning whether an object belongs
to the S-th class if

oy o Psla) L (2
Fa) 2. () ?6
§s(n)=maz{g.(n)] ; - g,(n)=maz (g /n)j

where

is the value of some threshold related to the required probabilities of an
erroneous classification of the first and second kinds [3].

We will denote by ng the number of measurements made, for which expression
(2) is already satisfied.
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Thus, in the considered formulation the problem involves attaining satia-
faction of expression (2) with a minimum (average) number of measurements

M () =— min (3)
M is the mathematical éxpec:ation symbol.

In the proposed strategy, if in the n-th interval we have F(n)< 8 » in the
next (nt+l)-st procedure interval for the object to be recognized we measure
she value of that criterion for which with the available information & eee,
%") the anticipated value of the parameter F(n+l) is maximum,

We note that the algorithm considered below, with small changes, is suit-
able also for some other criteria [3] different from (2).

#2. Description of Algorithm

For each of the still unmeasured criteria x“ the determination of the an-
ticipated value F(n+l), denoted by Fanp (ntl), is accomplished using the fol-
- lowing scheme, ‘

1. In the entire space of unmeasured criteria [xl,..., x“",..., xN‘“} for
each i-th class we find the vector of conditional mathematical expectations

of the values of the corresponding criteria
. ) Nen
.z:.“ = (.Z‘t',w ) 't.'.’m, sy 280'0)& )

[on& = ant(icipated)] with the already available measurements (;1,... , XY,
A simple numerical method for finding Xy gne (1 = 1.....m) will be describ-
ed below.

2. Assuming '5:'2}'{% = xfant we find the anticipated a posteriori probabilities

of classes: : , PP
: BAE s B Einm) -
;'vm//l,/):’ﬂ AL YCI . [
7

PBIE.. & i)

[o%= ant (icipated)] - /"
3. We compute v Prome (1140)7
Foetaon)« P Clle,
Prome (”'()i (5)
where Grome (221)= mas (B (7+0)7 ],

Grome (840)] = 102 (g3 t241);'
.. iR
In other words Ff’ ant (ntl) is the value of the criterion F for the vector

~1 ~n o
(x sesey Xy xi ant).
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4. Similarly we will deternine the F values for all vectors
(Uu' 0!1'3 x'm)'ulc‘ (Dtnn‘ J'»"f”)

that 1s By (241),..., b (ner) il
. 5. For the criterion x"J we compute the sought-for value of the mathemat-

ical expectations of the F eriterion

Fo /a*?)=£¢.../ﬂ/'/‘.'-.'f. (ne1). )

In precisely the same way we determine the values ch (n+l) for all the
still unmeasured criteria == w= 1,,,., N = 1,
We find the value
) w
Ftnet) s g { By (140} )

The k~th criterion is measured in the (n+l)-st interval.

#3. Determination of the Vector Xj ant for the Case of a Normal Distribution

Assume for the i-th class that Py(x1,...,xy) = N(;‘l.i Al) where }J-i = (p. I»
erey P3) 18 the vector of the mathematical expectations of the criteria
and Al -“G}kl is the matrix of covariations.

Henceforth the superscript i will be omitted as a simplification. Since the
criteria are statistically dependent, the mathematical expectation of the
random value x4 is some function of the variables

/-Z',, ey, on ";”r L l’:ﬂj‘ .
S s Gty Gos, o s 80) o f5 (8)
%-

/a/'z,/‘z;;‘ 0y Wfet, -(/./,- J'tl)dlz; ’ y‘ ..9".0/

PlL,.... &)
NI )= - '
PG Bes %ot Giat vnrtr) = P, s Goty Grinre )

For a normal distribution of the function (8) has the form [4]:

. D e <, 0
J“,-I-f) = 4‘!4 0-,,,4-6//-.,-2}-., *diu"}ol * "'5 v )

where: S . 4 wpimZbupa PRy e "“/':
Gt i bty Bl

We note that if . [J’l ./l,, e,y -‘;'.,"",_ﬂ('-lp-‘};o“l'J“/"l,:“'lr/ -/"} ’

then /Lj(x) = Py
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The )Bjk coefficlents are found by solving a ayatem of linear algebraic
equationa [4];

i ‘

L ""d Fot ”’/"'}f/y-/ '%‘olﬁ,}'u it By Byw Ly (10)
7"#//}/ *m.‘* 'z,v/-./ﬂ/)'., + 7,.:/,,/6/'(-,, Fo? 7,yy,8/w =Y

where

Vi moE
v L 6/'/' J [
Thus, for the i-th class on the basis of the vector K and the matrix A

already in the teaching stage it is possible to determine (the coefficients
{ p jkﬁ were found) the system of linear algebraic equations

/h/-”) Z im-’"&""m
A (%) = 4 B s byo

a, Ry

oii-tt

P l2)m ! bypre+ B

(11)

Since as the sought-for values %4 we will use their conditional mathemat-
ical expectations {4 (x), in the system of equations (11) the left-hand
- gldes {l»lj (x)} can ge replaced by {xj} respectively,

In the n=-th interval of the recognit%on procedure we will assume that we
have the measured vector of values (X',...,X"). In order to determine the
vector of the conditional mathematical expectations Xiexp = (x yesey

1exp""’x¥exp) it is necessary that the determined values (X ,.?.. %)

be substituted into the corresponding places in system (11). We note that
the equations for which { p (x)} correspond to the measured criteria (X',
+e0e,XM) are not considered.”After simple transformations we will have a
system of (N - n) equations with (N = n) unknowns {x',...,x%,..., xN-n
b{, solving which we obtain the sought-for numerical vector (xj_exp,...,

Xfexp?eter X exp)'
The considered recognition algorithm was realized in the form of a program
for the "Minsk-22" electronic computer.
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UDC 681.883.3

SUPPRESSION OF SIDE LOBES OF AN ANTENNA DIRECTIONAL DIAGRAM BY A METHOD
BASED ON TEMPORAL CHANGE OF APERTURE SIZE

Novosibirsk TRUDY SHESTOY VSESOYUZNOY SHKOLY-SEMINARA PO STATISTICHESKOY
GIDROAKUSTIKE in Russian 1975 pp 372-378

(Article by D. K. Solov'yev and P. Ya. Krasinskiy]

[Text] One of the methods for reducing the influence of noise arriving at
a receiving device in the side lobes ig the forming of the directional di-
agram for an antenna with the distribution of the noise field taken into
account.,

The construction of antennas with minimizing of the mean level of the side
lobes of the directional diagram, and also elimination or limitation of the
influence of strong point noise with known angular coordinates of their
sources,was examined in the literature [1, 2, 3].

It is important to note the influence of some peculiarities on the applica-
bility of different methods for forming the diagram in hydroacoustic de-
vices. The methods for selecting excitation ensuring suppression of the
side field in a stipulated direction meet with a number of difficulties.

It appears that it 1s difficult to realize optimum excitation in a broad
frequency range of complex configurations of antennas with allowance for
the directivity of elements. In addition, it is necessary to ensure an ade-
quately rapid scanning with the main ray of the directional diagram with a
constant direction of the diagram minima,

The use of methods involving the forming of a directional diagram by means
of averaging of a signal arriving from an antenna with a variable aperture
affords great possibilities for control of the antenna side field.

For acoustic antennas the realization of a controllable change of aperture
size with time cannot involve fundamental difficulties. As an example, Fig.
1 shows a block diagram for a variant of realization of controllable sup-
pression of the side lobes with use of a linear array.
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Fig. 1

In Figure 1: 1 -- hydrophones, 2 -- commutators, 3 -- summator, 4 -- filter.
A change in aperture size with time 1s accomplished by means of periodic
activation and deactivation of the commutators 2. The report given below

is devoted to a study of such methods for control of the side field of a
linear array. '

We will examine the directional diagram of an antenna with a change in aper-
ture size with time. The antenna directional diagram with a temporal change
in the aperture can be written in the form:

ey " .
Flayt)s | £4)savljivplein@-sir@ll e} @

The mean current or voltage is equal to ’
/' Foy , @
F(3)+ F-f/ i 4/ P/,t}e@[}kfﬁ/no.- sin@,) _]:/f H

This expression formally coincides with the directional diagram of a two-
dimensional antenna. We will examine the case of a linear array uniformly
excited in amplitude and phase. Assume that along the edges of an array

consisting of M elements m elements with mg = m/2 are switched off on each
side. The law of temporal change of the number of elements will be M(t) =

M+Am
(3)
where

0 when 0€t < T/2
(4)

-1 when -T/2€ t£0
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In this case signal processing is reduced to use of a time-averaged com-

ponent F/‘?} /Z' p ,xp/),ma’(sm(? 2@, )] & )
. 5

where Q is the angle coordinate, Qo 1s the direction of compensation, K

is the wave number, d is the array interval, 2N + 1 is the current number
of elements in the array, T is the averaging period.

The mean value of voltage sums during the time T is given by the expression:

F/O}- . 7 e:p//'ma/ﬁmo .w;o e )

¥ ga e:;o[)ma’(:m @ -sin@)].
where N =J = mg.

We will consider the amplitude distribution in the array to be uniform. By
turning the geometrical progression in formula (6) we obtain:
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;/,;[ ﬁ*’.;.’.'_”_’). .5‘,1"-'{@;,0. sin@, Jeos{ x%.i" (u‘a G- 3in@ M
F(Q)« o 5’%‘—'94/?)/_'_‘-':,?-%0- sin@, )] (7)

Thus, we obtain a resultant directional diagram in the form of the product
of the directional diagram of an array consisting of 2M ~ m/2 radiators
and a minimizing factor in the form:

wof P Hline-ma)] 8

T ¥ e v ¥ 'an;’zl'yb‘; - 45° ' , a
Fig. 5

It is evident that in the neighborhood of the point at which the cosine fac-
tor becomes equal to zero a suppression zone will appear. The direction in
which the suppression zone is oriented is given by the formula:

0;' = @ee sinf sin@G, + -{-::’—‘:;7}—‘-'] ‘ - , )

It is therefore clear that with one and the same number of cut-out elements
there will be formation of several suppression zones whose coordinates are
given by expression (9). With n = 0 the first suppression zone, closest to
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the main maximum, is formed in the diagram. The width of the suppression
zone 1s dependent on its position relative to the main maximum. The sup-
pression sector is narrowest near the main maximum of the directional dia-
gram and broadens during movement of the suppression zone in the direction
from the main lobe. Figures 2 and 3 show the directional diagrams of rays
with a ray width 1°, M = 101, computed on a digital computer. The suppres-
sion zone is symmetric relative to the main maximum and with a change in
its direction is displaced accordingly by this same angle.

Now we will consider how the cutting-off of some of the elements exerts an
influence on the width of the main lobe. Whereas before cutting-off of
some of the elements the width of the main 1obe was

sG= gam A Mm@) (10)

after cutting-off of some of the elements the width of the main lobe becomes
equal to

i
@ = 0836 s 0se0(q,)
4 7 eM m a/ (11)

Thus, with suppression of the side lobes the width of the directional dia-
gram is increased . 0 e
4 m_

Since usually m<M, the m/2M -~ m value is small. It can therefore be seen
that controllable suppression of the side lobes exerts no appreciable in-
fluence on the width of the main maximum of the directional diagram, espec-
ially in the case of large suppression angles.

Now we will determine the antenna concentration coefficient with a change
in aperture size with time and subsequent signal averaging. We use d max
to denote the maximum aperture size. Then if

) P(f) when /f/ < /latty
A ¢)=

s a3

when

it is possible to write

:/0) / /,D(f'{/gzp//'/(f[rlna sing, )jajéo’(

here jfe (%, t)dt is an amplitude distribution giving a directional dia-
gram equivalent to the directional diagram of an array with a change in
size of the aperture and subsequent signal averaging in time. Hence, the
concentration coefficient for.an antenna with suppression of the side
lobes can be computed using an equivalent amplitude distribution. For

the case of formation of one suppression zone in the directional diagram
of a linear equivalent array with a uniform amplitude distribution, when
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the distances batween adjacent elements are multiples of 0.5\, the concen=
tration coefficlent will be equal to: K = [2M =~ m]2/4M = 3 m, where M is
the number of elements in the array, m is the number of cut-off elements.

- liven in a case when the suppression zone is close to the main maximum of
the directional diagram, the concentration coefficient 1is insignificantly
less than the concentration coefficient for an antenna without suppression
of the side lobes,

Now we will examine operation of an antenna with suppression of the side
lobes in the frequency range, The directional diagram of an antenna array
in the frequency range can be written in the form [4]

@): {/fr!/!' A w/f-——(/m»mo)/w/aé'/ (15)

We introduce weighc filtering, varying with time, into the channels of a
hydroacoustic antenna, In particular, this can be accomplished by periodic
cutting-in of band filters with a distribution of limiting frequencies in
the aperture, It can be seen from expression (8) that if the number of cut-
off elements is dependent on frequency and the angle of compensation in ac-

cordance with the law: ;

* Wik, -wnq,) - (16)

we obtaln a factor having a stable position of the minimum not dependent
on frequency. The directional diagram of an antenna without stabilization
of the width of the main maximum and with the suppression of the side
lobes in the frequency band will have the form:

8, 32/ 0-yn0 )
5 ¢ sinl T T y i nd)
. Q)= /;/ / sinf Vd’?ﬂﬂa @, )7 / ﬁ (in@, -1 Q )

Thus, we obtain a controllable zone of a reduced level of the additional
lobes in the frequency range caused by a minimum of the cosine factor.

a7

Figures 4 and 5 show the directional diagrams of an array with degree noise
in a frequency range equal to one octave,

The mean intensity of antenna reception in the suppression sector is more
than 50 db lower than tlie intensity of reception from the main direction
and is approximately 20-30 db lower than the intensity of reception in

this sector of the array with a uniform distribution of amplitude. The de~
scribed method for suppressing the side field makes it possible, relatively
simply, to control the position of the suppression zone both in the harmonic
signal and in the frequency range. In this connection there will be no re-
strictions on the scanning speed.
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